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A method for capturing an image With an image capture 
(73) Assignee: Apple Inc., Cupertino, CA (US) device, such as a camera or mobile electronic device. The 

method includes initiating a master-slave relationship 
betWeen the image capture device and at least one secondary 

(21) APP1~ NOJ 13/293,936 device. Once the master-slave relationship is initiated, 
remotely activating one of an at least one light source of the at 
least one secondary device. As the light source is activated, 
capturing a test image of a scene illuminated by the at least 
one light source by the image capture device. Then, analyzing 
the test image to determine if an illumination of the scene 
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Publication Classi?cation should be adjusted and if the illumination of the scene is to be 
adjusted, providing a control signal to the at least one second 

(51) Int. Cl. ary device including at least one of a position instruction, an 
H04N 5/225 (2006.01) intensity level, or timing data. 
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ILLUMINATION SYSTEM 

TECHNICAL FIELD 

[0001] The present invention relates generally to using 
multiple strobes to provide lighting for a scene to be captured 
by a camera. 

BACKGROUND 

[0002] Many cameras include a strobe or ?ash for capturing 
photographs or images in loW light. The range of these inte 
grated ?ashes may be limited. For example, a typical ?ash 
may have a light intensity that decreases by a square of the 
distance from the source. Use of these integrated ?ashes may 
lead to photographs having harsh foreground lighting but 
poor or no background lighting since the ?ash originates from 
the camera and may cast strong shadoWs as light intensity 
decreases With a square of the distance from the camera. 
Additionally, comers of a captured image may have a signi? 
cant decrease in intensity as the Width of the ?ash may be 
limited. 
[0003] Additionally, many photographs taken by cameras 
having an integrated ?ash may shoW the “red-eye” phenom 
enon, Where the subject’s eyes appear red. This occurs 
because the ?ash is typically located near a lens of the camera, 
and thus a person or animal may be facing the ?ash as the 
image is taken. Red-eye re?ections are typically due to light 
from the ?ash being focused straight on a person or animal 
and, due to the high frequency of the ?ash, the eye does not 
have time to close. This results in light from the ?ash being 
re?ected off a retina of the person or animal’s eye; this 
re?ected light is then captured by the camera. Increasing a 
separation betWeen the ?ash and the lens can decrease the 
occurrence of red-eye re?ections. HoWever, in small cameras 
or devices (e.g., smart phones With an integrated camera) this 
may be di?icult to achieve. 

SUMMARY 

[0004] Examples of embodiments described herein may 
take the form of a method for capturing an image With an 
image capture device, such as a camera or mobile electronic 
device. The method includes initiating a master-slave rela 
tionship betWeen the image capture device and at least one 
secondary device. Once the master-slave relationship is ini 
tiated, remotely activating one of an at least one light source 
of the at least one secondary device. As the light source is 
activated, capturing a test image of a scene illuminated by the 
at least one light source by the image capture device. Then, 
analyZing the test image to determine if an illumination of the 
scene should be adjusted. If the illumination of the scene is to 
be adjusted, providing a control signal to the at least one 
secondary device including at least one of a position instruc 
tion, an intensity level, or timing data. 
[0005] Other embodiments may take the form of an elec 
tronic device. The electronic device includes a lens, an image 
sensor in optical communication With the lens, and a proces 
sor in communication With the image sensor. The electronic 
device further includes a communication mechanism in com 
munication With the processor and con?gured to transmit and 
receive a control signal to one or more secondary devices. The 
control signal controls a light source of the one or more 
secondary devices. 
[0006] Still other embodiments may include a method for 
capturing an image of a scene With an image capture device. 
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The method may include initiating a master-slave relation 
ship betWeen the image capture device and an at least one 
secondary device including a remote light source. When the 
master-slave relationship has been initiated, remotely activat 
ing a remote light source of the secondary device. As the 
remote light source is activated, capturing a ?rst image of the 
scene illuminated by the remote light source. Then, construct 
ing a ?ash map corresponding to the secondary device. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0007] FIG. 1A is a front perspective vieW of a ?rst embodi 
ment of an image capture device. 
[0008] FIG. 1B is a rear perspective vieW of the image 
capture device of FIG. 1A. 
[0009] FIG. 2A is a front perspective vieW of a second 
embodiment of the image capture device. 
[0010] FIG. 2B is a rear perspective vieW of a the image 
capture device of FIG. 2A. 
[0011] FIG. 3 is a cross-sectional vieW of the image capture 
device taken along line 3-3 in FIG. 1A. 
[0012] FIG. 4 is an example block diagram of the image 
capture device. 
[0013] FIG. 5 is a top elevation vieW of an illumination 
system utiliZing the image capture device. 
[0014] FIG. 6 is a block diagram ofa secondary device of 
the illumination system. 
[0015] FIG. 7 is a ?oW chart illustrating an example method 
for capturing an image. 
[0016] FIG. 8 is a front elevation vieW of the image capture 
device of FIG. 1A displaying a graphical user interface. 
[0017] FIG. 9 is a ?oW chart illustrating an example method 
for modifying an illumination of a scene and capturing an 
image of the scene. 
[0018] FIG. 10 is a rear perspective vieW of the image 
capture device of FIG. 1A including a remote light source. 
[0019] FIG. 11A is a front perspective vieW of a ?rst 
embodiment of the remote light source. 
[0020] FIG. 11B is a front perspective vieW of a second 
embodiment of the remote light source. 

SPECIFICATION 

[0021] Some embodiments described herein may take the 
form of an illumination system. The illumination system may 
include an image capture device and one or more secondary 
(or “slave”) devices, each including one or more light sources. 
The light sources of each secondary device may be activated 
by the image capture device in order to illuminate a scene 
prior to the image capturing device taking an image of the 
scene. In one example, the image capture device communi 
cates With each secondary device and, as the image capture 
device is about to capture an image of the scene, each sec 
ondary device activates its light source. The image capture 
device may automatically adjust the timing and/ or intensity of 
each secondary device or a user may manually adjust an 
intensity and/ or timing of the light sources. 
[0022] Furthermore, the image capture device may provide 
instructions to a user regarding the placement of each second 
ary device around a particular scene in order for a desired 
illumination in a captured image. Likewise, the image capture 
device may relay such instructions to persons interacting With 
each of the secondary devices. These relayed instructions 
may be personaliZed for each different secondary device. In 
some embodiments, the instructions may control timing, 
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intensity, duration, and/or angle of the ?ash. The instructions 
may also be visible to the persons interacting With each sec 
ondary device and may contain instructions for the persons. 
As one example, a display associated With (or incorporated 
into) a secondary device may display text instructing a person 
holding that device to move in a particular direction, for a 
particular distance, to angle or move the device in a certain 
manner, and so forth. The secondary device may track its 
orientation and/ or position in absolute or relative terms and 
determine if the instructions have been folloWed. This infor 
mation, in turn, may be relayed to the image capture device. In 
some embodiments, the image capture device may delay tak 
ing an image until all secondary devices relay to it data 
con?rming the instructions have been folloWed. 
[0023] In one embodiment, the image capture device and 
the slave devices are mobile electronic device such as smart 
phones, tablet computers, personal digital assistants, digital 
cameras and the like. In this embodiment, the image capture 
device may be the same type of device as the other secondary 
devices, but act as a master device controlling certain opera 
tions of each slave. In another embodiment, the image capture 
device may be different than the secondary devices. For 
example, the image capture device may be a camera including 
a communication mechanism and the secondary devices may 
be light sources With a communication mechanism. The 
image capture device may be in communication With the 
secondary devices Wirelessly, e.g., via Bluetooth, WiFi, radio 
frequency signals, infrared signals and so on. Accordingly, 
the image capturing device may communicate With each sec 
ondary device in order to adjust an intensity of the light 
sources, the timing of activation of the light sources, and any 
other desired parameters. 
[0024] In the embodiments disclosed herein, the light 
sources may be triggered or activated based on a Wireless 
signal from the image capture device. Similarly, a clock in 
each secondary device may be synchronized With a clock in 
the image capture device, and the image capture device may 
provide a time that each light source should ?ash. The above 
embodiments ensure that the secondary devices may only be 
activated in response to a control signal from the image cap 
ture device. 

[0025] In prior art strobe or ?ash systems, each strobe may 
discharge in response to a light pulse, one example of Which 
is a xenon gas ?ash having an optical detector. Accordingly, in 
some instances these strobes may accidentally discharge in 
response to a ?ash from another camera or another non 

system source. By contrast, the secondary devices of the 
present disclosure generally are in communication With each 
other and the image capture device via a speci?c communi 
cation mechanism. In some instances, the communication 
may be over a secured communication path for example, the 
secondary devices may be paired With the image capture 
device on a Bluetooth communication system. Thus, the light 
sources of the secondary devices may be triggered only When 
desired, such as through a transmitted instruction. 

[0026] Further embodiments provide a method of provid 
ing illumination of a scene in order to capture an image of the 
scene. The electronic device may capture one or more test 

images and may analyZe each test image in order to determine 
Whether the lighting of the scene should be changed. If the 
lighting should be altered, the image capture device may 
communicate With the secondary devices to adjust the timing 
and/ or intensity of the light source for each ?ash. For 
example, the image capture device may decrease the intensity 
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of the light sources for secondary devices closer to the image 
capture device and may increase the intensity of the light 
sources of secondary devices farther from the image capture 
device. Thus, the image capture device may capture an image 
of a scene that is substantially uniformly lit, or otherWise 
illuminated according to a desired scheme. 
[0027] In one embodiment, the image capture device may 
include a user interface alloWing a user to selectively adjust 
the illumination of a scene prior to an image of the scene 
being captured. In another embodiment, the image capture 
device may adjust the illumination of the scene substantially 
automatically, e.g., through image processing techniques. 
[0028] Furthermore, other embodiments of the present dis 
closure may include a remote ?ash device or removable light 
source for the image capture device. The remote ?ash device 
may be incorporated into a charging device for the image 
capture device, or may otherWise include a connector that 
may be received Within an input port of the image capture 
device. 

The Image Capture Device 

[0029] The methods and devices described herein can be 
used With substantially any type of apparatus or device that 
may capture an image. FIG. 1A is a front perspective vieW of 
an example embodiment of an image capture device 100. 
FIG. 1B is a rearperspective vieW of the image capture device 
100. As shoWn in FIGS. 1A and 1B, in some instances the 
image capture device 100 may be a mobile electronic device, 
such as, but not limited to, a smart phone, digital music player, 
cellular phone, gaming device, tablet computer, notebook 
computer and so on. In these instances, the mobile electronic 
device may have an incorporated camera or image sensing 
device so as to function as the image capture device. HoWever, 
in other embodiments, the image capture device may be a 
stand-alone camera or a camera otherWise incorporated into 
another type of device. FIG. 2A is a front perspective vieW of 
another embodiment of the image capture device 100. FIG. 
2B is a rear perspective of the embodiment of image capture 
device 100 of FIG. 2A. 
[0030] Referring to FIGS. 1A-2B, the image capture device 
100 may include an enclosure 102, a display 104, a camera 
106, a light source 108, one or more input mechanisms 112, 
114, and an input port 110. The enclosure 102 may at least 
partially surround components of the image capture device 
100 and provides a housing for those components. 
[0031] The display 104 provides an output for the image 
capture device 100. For example, the display 104 may be a 
liquid crystal display, plasma display, a light emitting diode 
(LED) display, or so on. The display 104 may display images 
captured by the image capture device, may function as a 
vieW?nder and display images that may be Within a ?eld of 
vieW of the image capture device. Furthermore, the display 
104 may also display outputs of the image capture device 100, 
such as a graphical user interface, application interfaces, and 
so on. 

[0032] The display 104 may also function as an input 
device in addition to displaying output from the image cap 
ture device 100. For example, the display 104 may include 
capacitive touch sensors, infrared touch sensors, or the like 
that may track a user’s touch on the display 104. In these 
embodiments, a user may press on the display 104 in order to 
provide input to the image capture device 100. 
[0033] The image capture device 100 may include one or 
more input mechanisms 112, 114. The input mechanisms 
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112, 114 may be positioned substantially anywhere on the 
image capture device 100 and provide a mechanism for a user 
to communicate an input to the image capture device 100. For 
example, a user may press doWn on a ?rst input mechanism 
112 to indicate that he or she Wishes to capture an image of a 
scene. In another example, the user may select a second input 
mechanism 114 to provide input to a graphical user interface, 
an application or the like. 

[0034] The input port 110 may provide an input for the 
image capture device 100. The input port 110 may be con?g 
ured to receive substantially any type of connector, such as 
but not limited to, a universal serial bus (USB) connector, a tip 
ring sleeve connector, a micro-USB connector, and so on. 
There may be multiple input ports 110 spaced around the 
image capture device 110. For example, a ?rst input port 110 
may be con?gured to receive a charging cable and a second 
input port 110 may be con?gured to receive a trip ring sleeve 
or other audio connector. 

[0035] The image capture device 100 may also include one 
or more cameras 106, 116. The cameras 106, 116 may be 
positioned substantially anyWhere on the image capture 
device 100; and there may be one or more cameras 106, 116 
on each device 100. The cameras 106, 116 capture light from 
an image. FIG. 3 is a cross-sectional vieW of a ?rst camera 106 
in FIG. 1A, taken along line 3-3 in FIG. 1A. HoWever, it 
should be noted that the cameras 106, 116 may be substan 
tially similar to each other. That said, With reference to FIG. 3, 
each camera 106, 116 may include a lens 122 in optical 
communication With an image sensor 124. The lens 122 may 
be spaced apart from a top surface of the image sensor 124, in 
this manner light transmitted through the lens 122 may 
encounter the image sensor 124. 
[0036] The lens 122 may be substantially any type of opti 
cal device that may transmit and/or refract light. In one 
example, the lens 122 is in optical communication With the 
sensor 124, such the lens 122 may passively transmit light 
from a ?eld of vieW (FOV) 126 to the sensor 124. The lens 122 
may include a single optical element or may be a compound 
lens and include an array of multiple optical elements. In 
some examples, the lens 122 may be glass or transparent 
plastic; hoWever, other materials are also possible. The lens 
122 may additionally include a curved surface, and may be a 
convex, bio-convex, plano-convex, concave, bio-concave, 
and the like. The type of material of the lens as Well as the 
curvature of the lens 122 may be dependent on the desired 
applications of the system 122. Furthermore, it should be 
noted that the lens 122 may be stationary Within the image 
capture device 100, or the lens 122 may selectively extend 
and/ or rotate Within the image capture device 100. 
[0037] The image sensor 124 may be substantially any type 
of sensor that may capture an image or sense a light pattern. 
The sensor 124 may be able to capture visible, non-visible, 
infrared and other Wavelengths of light. The sensor 124 may 
be an image sensor that converts an optical image into an 
electronic signal. For example, the sensor 124 may be a 
charged coupled device, complementary metal-oxide-semi 
conductor (CMOS) sensor, or photographic ?lm. The sensor 
124 may be in optical communication or electrical commu 
nication With a ?lter that may ?lter select light Wavelengths, 
or the sensor 124 itself may be con?gured to ?lter select 
Wavelengths, e.g., the sensor may include photodiodes only 
sensitive to certain Wavelengths of light. 
[0038] Referring again to FIGS. 1A-2B, the image capture 
device 100 may also include a light source 108, 118 or strobe. 
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The light source 108, 118 may be substantially any type of 
device that may produce light, such as but not limited to, a 
LED, light bulb, or a ?ash tube or other electrical arc device 
(e.g., xenon strobe). The light source 108, 118 selectively 
illuminates a scene or parts of a scene Within the FOV 126 of 
the lens 122. The light sources 108, 118 may be positioned 
near the lens 122; hoWever, in other embodiments, the light 
source 108, 118 may be spaced apart from the lens 122. That 
is, the light source 108 may be a separate attachment for the 
image capture device 100 such as a detached ?ash attachment 
(see, e.g., FIGS. 11A and 11B). 
[0039] The image capture device 100 may also include 
additional components for processing images and communi 
cating With additional devices. FIG. 4 is a block diagram 
illustrating select components of the image capture device 
100. The image capture device 100 may also include a com 
munication mechanism 128 or network/communication 
interface, a processor 130, and memory 134. Additionally, 
select components of the image capture device 100 may be in 
communication via one or more system buses 132. 

[0040] The communication mechanism 128 may receive 
and transmit various electrical signals. The communication 
mechanism 128 may be used to send and receive data from 
secondary devices, as discussed in more detail beloW With 
respect to FIG. 5. Additionally, the communication mecha 
nism 128 may be used to place phone calls from the image 
capture device 100, may be used to receive data from a net 
Work, or may be used to send and transmit electronic signals 
via a Wireless or Wired connection (e.g., Internet, WiFi, radio 
Waves, Bluetooth, or Ethernet). In one embodiment, the com 
munication mechanism 128 may include a transmitter in 
communication With the processor 130 to send data to other 
devices and a receiver con?gured to receive signals from 
other devices. 

[0041] The processor 130 may control operation of the 
image capture device 100 and its various components. The 
processor 130 may be in communication With the display 104, 
the communication mechanism 128, the memory 134, and 
may activate and/ or receive input from the image sensor 124 
as necessary or desired. The processor 130 may be any elec 
tronic device cable of processing, receiving, and/ or transmit 
ting instructions. For example, the processor 130 may be a 
microprocessor or a microcomputer. Furthermore, the pro 
cessor 130 may also adjust settings on the image sensor 124, 
adjust an output of the captured image on the display 104, 
may adjust a timing signal of the light source 108, 118, 
analyZe images, and so on. 

Illumination System 

[0042] The image capture device 100 may provide signals 
and/or may control a series of secondary devices in order to 
illuminate a scene Within the FOV 126. FIG. 5 is a top plan 
vieW of a diagram illustrating an illumination system 200 
utiliZing the image capture device 100. The system 200 may 
include the image capture device 100 and one or more sec 
ondary devices 202A, 202B, 202C. The image capture device 
100 may function as a master device and may control or 
provide signals relating to certain aspects of the secondary 
devices 202A-202C. Thus, the secondary devices 202A 
202C may be slave devices to the image capture device 100. 
In one example, the image capture device 100 may control a 
light source of each secondary device 202A-202C to provide 
a desired illumination of the scene. 
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[0043] In some embodiments the secondary devices 202A 
202C may be substantially the same as the image capture 
device 100. For example, the secondary devices 202A-202C 
may be smart phones, tablet computers, mobile electronic 
devices, digital cameras, and the like. In these embodiments, 
the “master” device and the “slaves” or secondary devices 
may be chosen based on something other than the compo 
nents of the each device, e.g., a position of each device With 
respect to a scene, user preference, and so on. 

[0044] HoWever, in other embodiments, the secondary 
devices 202A-202C may be different from the image capture 
device 100. For example, the secondary devices 202A-202C 
may be single light sources, such as a xenon or other type of 
light strobe. FIG. 6 is a block diagram of an example second 
ary device 202. Each secondary device 202 may include a 
light source 208, a processor 230, and a communication 
mechanism 228. Each of the illustrated components may be 
substantially the same as the corresponding components of 
the image capture device 100. Alternatively, in some embodi 
ments, the light source 208 of the secondary devices 202A 
202C may produce a more intense light than light source 108 
in the image capture device 100. For example, the light source 
208 of the secondary devices 202A-202C may be a xenon 
strobe light Whereas the light source 108 for the image capture 
device 100 may be a LED. Similarly, the processor 230 of the 
secondary device 202 may have reduced capabilities as com 
pared With the processor 130, this may alloW the secondary 
devices 202A-202C to use less poWer as compared With the 
image capture device 100. 
[0045] Returning noW to FIG. 5, the system 200 may pro 
vide enhanced illumination of a scene Within the FOV 126 of 
the image capture device 100. The image capture device 100 
may initiate control of the secondary devices 202A-202C. For 
example, the image capture device 100 and the secondary 
devices 202A-202C may each have an illumination applica 
tion and the user may select a master device, that becomes the 
image capture device 100, and one or more slave devices that 
become the secondary devices 202A-202C. 
[0046] Once the image capture device 100 and secondary 
devices 202A-202C are selected, the secondary devices 
202A-202C may be tied or paired With the image capture 
device 100 and optionally the other secondary devices 202A 
202C. In one embodiment, the secondary devices 202A-202C 
may include a program or application that may be activated to 
provide a connection to the image capture device 100. In this 
embodiment, the secondary devices 202A-202C may include 
the same application or program as the image capture device 
100, but may have been selected as the “slave” devices. The 
secondary devices 202A-202C may be tied to the image cap 
ture device 100 When the program or application is activated 
on each particular device 202A-202C. 

[0047] In another embodiment, the secondary devices 
202A-202C may receive a coded control signal to set them 
into a “slave” mode. In this embodiment, the secondary 
devices 202A-202C may be con?gured to ?rst require a user 
input prior to accepting such control signals or messages. The 
slave mode could be built into an operating system of the 
devices 202A-202C or may built into a program or applica 
tion running on the devices 202A-202C. 

[0048] In yet another embodiment, the image capture 
device 100 and the secondary devices 202A-202C may be 
paired together through a protocol such as Bluetooth or across 
network such as WiFi, such that secondary devices 202A 
202C may be associated With and controlled by the image 
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capture device 100. In this embodiment, the secondary 
devices 202A-202C and the image capture device 100 may 
share a link key, control Word, passWord, and so on to alloW 
them to communicate to each other, as Well as to alloW the 
image capture device 100 to function as a master for the 
secondary devices 202A-202C. 
[0049] Once the secondary devices 202A-202C are paired 
With the image capture device 100, the image capture device 
100 may transmit and receive commands and/ or other signals 
to and from the secondary devices 202A-202C. In one 
embodiment, the image capture device 100 may provide con 
trols for activating the light source 208 of each secondary 
device 202A-202C. For example, the image capture device 
100 may determine the activation time, the activation dura 
tion, the light intensity, and the like of the light source 208 for 
each particular secondary device 202A-202C. 
[0050] Furthermore, the image capture device 100 may also 
transmit signals that may cause the secondary devices 202A 
202C to display a certain message. In embodiments Where the 
secondary devices 202A-202C are mobile electronic devices, 
the image capture device 100 may transmit instructions for a 
user supporting the device. For example, if a particular sec 
ondary device 202A-202C is too close to the image capture 
device 100, the image capture device 100 may transmit direc 
tions related to a neW position, e.g., move 10 feet aWay from 
the image capture device 100. 
[0051] In one example, the image capture device 100 may 
transmit the control signals over the netWork to each of the 
secondary devices 202A-202C. Each secondary device 
202A-202C may examine the signal to determine if it con 
tains a unique identi?er. If the signal contains the unique 
identi?er, the secondary device may determine that it is an 
intended recipient of the signal and processes it accordingly. 
In other embodiments, such protocols may be established 
through the initial contact and transmissions betWeen the 
image capture device 100 and secondary device(s) 202A 
202C. 
[0052] In a second example, the image capture device 100 
may transmit the control signals to each speci?c device. In 
this example, the control signal may not include a speci?c 
identi?er as it may be sent directly to one or more select 
secondary devices 202A-202C. 
[0053] In a third example, the image capture device 100 
may transmit at least one control signal as a light signal. For 
example, the light source 108 of the image capture device 100 
may send a pre-?ash sequence of light ?ashes to indicate to 
the secondary devices 202A-202C to activate their respective 
light sources 208. In this example, the secondary devices 
202A-202C may include an optical detector or sensor, such as 
a photodiode, or a camera (if included) in each of these 
devices 202A-202C. It should also be noted that the image 
capture device 100 may provide controls to the secondary 
devices 202A-202C in substantially any other manner and the 
aforementioned examples are meant to be examples only. 
[0054] As shoWn in FIG. 5, the secondary devices 202A 
202C may be positioned around a scene 210 (e.g., a land 
scape, object(s), person(s)) to be captured by the image cap 
ture device 100. As used herein “scene” refers to any 
background and/or objects Within the FOV 126 of the image 
capture device 100 and “image” refers to a digital represen 
tation of the scene. The position of the secondary devices 
202A-202C may be determined by one or more users, Who 
may position the secondary devices 202A-202C according to 
an instruction from the image capture device 100 or their oWn 
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Wishes. In some embodiments, the secondary devices 202A 
202C may relay their relative or actual position and/or angu 
lar placement to the image capture device 100. For example, 
the secondary devices 202A-202C may include one or more 
accelerometers, gyroscopes, or global positioning devices in 
order to determine their angle and position. 
[0055] The secondary devices 202A-202C provide light to 
illuminate the scene 210 as Well as to counteract or balance 

out a background light source 214. In this manner, an image 
captured by the image capture device 100 may have sub stan 
tially uniform illumination, such that shadoWs and/or clip 
ping (e.g., light intensity exceeding a display or capture 
threshold) may be eliminated. 
[0056] Furthermore, in some embodiments, the light 
source 108 of the image capture device 100 may not provide 
light for the captured image. In these embodiments, the 
chance that an image of a person or animal including a red 
eye re?ection may be reduced. This is because the light 
sources 208 may be positioned off-center from the person of 
animal as the image is captured by the image capture device 
100. Red-eye re?ections, as described above, are typically 
due to light being positioned directly toWards an eye of a 
person or animal and re?ecting back off the eye. Also, the 
light sources 208 of the secondary devices 202A-202C may 
also be laterally spaced apart form the lens 122 to further 
enhance the picture quality and reduce red-eye re?ections. 
[0057] An example method for capturing an image via the 
illumination system 200 Will noW be discussed in more detail. 
FIG. 7 is ?oW chart of an example method for capturing an 
image. The method 3 00 may begin With operation 3 02 and the 
image capture device 100 may initiate communication With 
the secondary devices 202A-202C. For example, as previ 
ously described above, the secondary devices 202A-202C 
and the image capture device 100 may pair With one another 
or otherWise provide a communication mechanism so that the 
image capture device 100 may provide at least one control 
signal to the secondary devices 202A-202C. In some embodi 
ments, the relationship may be initiated With each device 1 00, 
202A-202C independently That is, a user may initiate an 
application on each device. 
[0058] After a relationship betWeen the image capture 
device 100 and the secondary devices 202A-202C has been 
established, the method 300 may proceed to operation 304. 
During operation 304, the image capture device 100 may 
synchronize the secondary devices 202A-202C. For example, 
an internal clock for the image capture device 100 may be 
synchronized With an internal clock of the secondary devices 
202A-202C, e.g., via reference broadcast synchronization, a 
protocol such as IEEE 1488, network time protocol, and so 
on. 

[0059] In another example, the image capture device 100 
may provide a pre-?ash sequence in order to synchronize the 
secondary devices 202A-202C. For example, the light source 
108 may emit a light ?ash prior to capturing the image. The 
secondary devices 202A-202C may detect the light ?ash 
(through a light sensor) and prepare to initiate their respective 
light sources 208, Which may be substantially instanta 
neously after detecting the light ?ash. 
[0060] Once the secondary devices 202A-202C are syn 
chronized With the image capture device 100, the method 300 
may proceed to operation 306. In operation 306, the second 
ary devices 202A-202C activate their respective light sources 
208. Optionally, the image capture device 100 may also acti 
vate its light source 108. The activation of each light source 
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108, 208 may depend on the device, but generally may 
include emitting a ?ash of light, or otherWise providing illu 
mination. 
[0061] As the light sources 108, 208 are activating the 
method 300 proceeds to operation 308 and the image capture 
device 100 captures an image of the scene 210. In one 
embodiment, light from the scene 210 (including the back 
ground light 214, if any) and the light from the secondary 
devices 202A-202C is transmitted through the lens 122. The 
light is then captured by the image sensor 124 and may be 
converted into an electrical signal. 
[0062] The illumination system 200 and the image capture 
method 300 may increase the quality of images captured by 
the image capturing device 100. This is because the secondary 
devices 202A-202C may be laterally separated from the 
image capture device 100, Which may reduce the likelihood of 
a person or animal Within the scene from having a red-eye 
re?ection in the captured image. Additionally, the secondary 
devices 202A-202C provide light sources 208 at different 
distances and options from the image capture device 100, 
alloWing light from each secondary device 202A-202C to ?ll 
in gaps in each other devices 202A-202C beam pattern, as 
Well as extend the lit-range that may be captured by the image 
capture device 100. 
[0063] Furthermore, in embodiments Where the image cap 
ture device 100 may transmit signals to the secondary devices 
202A-202C via an electronic signal, the light sources 208 
may be substantially prevented from ?ring prematurely, By 
contrast, conventional ?ash strobes that may be optically 
triggered maybe triggered accidentally. For example, many 
photographs use optically triggered strobes that may trigger 
in response to another signal, e. g., a second camera, lighten 
ing, etc. 

Adjusting the Light Intensity and Duration 

[0064] The illumination system 200, as shoWn in FIG. 5, 
may be used to vary the light intensity, overall image expo 
sure, and/or light positioning for an image captured by the 
image capture device 100. As discussed above, the image 
capture device 100 may provide more than one control signal 
to the secondary devices 202A-202C. The additional control 
signals may vary the intensity, timing, and/ or directions With 
to move a location of the light sources 208. 

[0065] In one example, the image capture device 100 may 
display a graphical user interface (GUI) on the display 104 so 
that a user can selectively adjust the illumination and/or tim 
ing of the light sources 208 of the secondary devices 202A 
202C. FIG. 8 is a front plan vieW of the image capture device 
100 illustrating an example GUI 240. The GUI 240 may 
include an image 248 of the scene 210, a control icon 242, a 
controller 242, as Well as a secondary device indicator 246A, 
246B, 246C for each secondary device 202A-202C in com 
munication With the image capture device 100. It should be 
noted that the GUI 240 illustrated in FIG. 8 is one example 
only, and other displays and controllers are envisioned. 
[0066] The image 248 of the scene 210 displayed on the 
GUI 240 may be an actual image captured by the image 
sensor 124 or a sample image that may be captured by the 
image sensor 124. For example, the captured image 248 may 
be a previously taken photograph or may be a vieW of a 
sample photograph, e.g., as vieWed by the lens 122 prior to 
actually capturing the image. Accordingly, the user may 
adjust the light sources 208 to effect a neW image of the scene 
210. In some embodiments, the GUI 240 may be displayed on 












