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(57) ABSTRACT

The present application discloses systems and methods for a
virtual input device. In one example, the virtual input device
includes a projector and a camera. The projector projects a
pattern onto a surface. The camera captures images that can
be interpreted by a processor to determine actions. The pro-
jector may be mounted on an arm of a pair of eyeglasses and
the camera may be mounted on an opposite arm of the eye-
glasses. A pattern for a virtual input device can be projected
onto a “display hand” of a user, and the camera may be able to
detect when the user uses an opposite hand to select items of
the virtual input device. In another example, the camera may
detect when the display hand is moving and interpret display
hand movements as inputs to the virtual input device, and/or
realign the projection onto the moving display hand.
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METHODS AND SYSTEMS FOR A VIRTUAL
INPUT DEVICE

CROSS REFERENCE TO RELATED
APPLICATION

[0001] The present application is a continuation of U.S.
patent application Ser. No. 13/181,238, filed on Jul. 12,2011,
and entitled “Methods and Systems for a Virtual Input
Device,” which is herein incorporated by reference as if fully
set forth in this description.

BACKGROUND

[0002] A projection keyboard is a virtual keyboard that can
be projected onto a surface and components of the keyboard
detect finger movements and translate the movements into
keystrokes on a device. A projection keyboard unit generally
includes a laser to project a visible virtual keyboard onto a
surface (e.g., ared diode laser as a light source to project a full
size QWERTY layout keyboard, with a size of 295 mmx95
mm projected at a distance of 60 mm from the projection
keyboard unit), and a sensor or camera to sense finger move-
ments. A location or detected co-ordinates of the finger can be
used to determine actions or characters to be generated.
[0003] A projection keyboard may also use a second (invis-
ible infrared) beam projected above the virtual keyboard. In
this example, as a finger makes a keystroke on the virtual
keyboard, the finger breaks the infrared beam and infrared
light is reflected back to a camera. Reflected infrared beam
may pass through an infrared filter to the camera, and the
camera can photograph an angle of incoming infrared light. A
sensor may determine where the infrared beam was broken,
and detected coordinates can be used to determine actions or
characters to be generated.

[0004] A projection keyboard may include use of a micro-
controller to receive positional information corresponding to
reflected light or light flashes from the sensor, and to interpret
events to be communicated through an appropriate interface
to external devices. Events may include a key stroke, mouse
movement or touchpad control.

SUMMARY

[0005] This disclosure may disclose, inter alia, methods
and systems for a virtual input device. In one example, a
system for a virtual input device is provided that comprises a
projector, a camera, and a processor. The projector is config-
ured to provide a virtual input device onto a surface and the
virtual input device comprises a pattern of objects. The cam-
era is configured to capture images of the virtual input device
and to capture images of the surface, and the processor is
configured to receive the images of the virtual image device
and the images of the surface and to determine an approxi-
mate location of the surface. The processor may be further
configured to instruct the projector to modify a projection of
the virtual input device based on the approximate location of
the surface, and to determine that the virtual input device is in
use when the processor determines images of the virtual input
device having a brightness above a predetermined threshold.
[0006] In another example, a method for operation of a
virtual input device is provided. The method comprises pro-
viding a virtual input device onto a surface, and the virtual
input device comprises a pattern of objects. The method also
comprises receiving images of the virtual input device, and
based on the images, determining an approximate location of
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the surface. The method further comprises modifying a pro-
jection of the virtual input device based on the approximate
location of the surface, and determining that the virtual input
device is in use when the processor determines images of the
virtual input device having a brightness above a predeter-
mined threshold.

[0007] In still another example, an article of manufacture
including a tangible computer-readable media having com-
puter-readable instructions encoded thereon is provided. The
computer-readable media includes instructions for providing
a virtual input device onto a surface, and the virtual input
device comprises a pattern of objects. The computer-readable
media also includes instructions for receiving images of the
virtual input device, and instructions for based on the images,
determining an approximate location of the surface. The com-
puter-readable media further includes instructions for modi-
fying a projection of the virtual input device based on the
approximate location of the surface, and determining that the
virtual input device is in use when the processor determines
images of the virtual input device having a brightness above a
predetermined threshold.

[0008] In yet another example, a system is provided com-
prising means for providing a virtual input device onto a
surface, and the virtual input device comprising a pattern of
objects. The system also comprises means for capturing
images of the virtual input device, means for receiving the
images, means for modifying a projection of the virtual input
device based on the approximate location of the surface, and
means for determining that the virtual input device is in use
when the processor determines images of the virtual input
device having a brightness above a predetermined threshold.
[0009] The foregoing summary is illustrative only and is
not intended to be in any way limiting. In addition to the
illustrative aspects, embodiments, and features described
above, further aspects, embodiments, and features will
become apparent by reference to the figures and the following
detailed description.

BRIEF DESCRIPTION OF THE FIGURES

[0010] In the Figures,

[0011] FIG. 1 illustrates an example system for transmit-
ting and receiving data;

[0012] FIG. 2 illustrates an example system for receiving,
transmitting, and displaying data;

[0013] FIGS.3A-3B illustrates an example operation of the
system of FIG. 2;

[0014] FIG. 4 illustrates an example of receiving an input
on a virtual input device;

[0015] FIG. 5 illustrates another example of receiving an
input on a virtual input device;

[0016] FIG. 6 is a block diagram of an example method to
determine selection of an object of a virtual input device, in
accordance with at least some embodiments described herein;
[0017] FIGS. 7A-7C illustrate example rotation move-
ments of a projection surface;

[0018] FIGS. 8A-8C illustrate additional examples of rota-
tion movements of a projection surface;

[0019] FIGS. 9A-9C illustrate example tilt movements of a
projection surface;

[0020] FIGS. 10A-10C illustrate additional example tilt
movements of a projection surface;

[0021] FIGS. 11A-11C illustrate example movements of a
projection surface to indicate a selection of an object;
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[0022] FIG.12isablockdiagram of an example method for
operation of a virtual input device, in accordance with at least
some embodiments described herein;

[0023] FIG. 13 is a block diagram of another example
method for operation of a virtual input device, in accordance
with at least some embodiments described herein;

[0024] FIG. 14 is a block diagram of another example
method for operation of a virtual input device, in accordance
with at least some embodiments described herein;

[0025] FIG. 15 illustrates an example operation of a sys-
tem;
[0026] FIG.16 is a functional block diagram illustrating an

example computing device used in a computing system thatis
arranged in accordance with at least some embodiments
described herein; and
[0027] FIG. 17 is a schematic illustrating a conceptual par-
tial view of an example computer program product that
includes a computer program for executing a computer pro-
cess on a computing device,

[0028] all arranged in accordance with at least some

embodiments described herein.

DETAILED DESCRIPTION

[0029] In the following detailed description, reference is
made to the accompanying figures, which form a part hereof.
Inthe figures, similar symbols typically identify similar com-
ponents, unless context dictates otherwise. The illustrative
embodiments described in the detailed description, figures,
and claims are not meant to be limiting. Other embodiments
may be utilized, and other changes may be made, without
departing from the scope of the subject matter presented
herein. It will be readily understood that the aspects of the
present disclosure, as generally described herein, and illus-
trated in the figures, can be arranged, substituted, combined,
separated, and designed in a wide variety of different con-
figurations, all of which are explicitly contemplated herein.
[0030] This disclosure may disclose, inter alia, methods
and systems for a virtual input device. Briefly stated, in one
example, a virtual input device (or keyboard) is described that
includes alaser projector and a camera. The projector projects
a laser onto a surface. The laser may be projected in any
number of patterns or graphical user interfaces (GUI) includ-
ing a keyboard. A camera may capture images that can be
interpreted by a processor (e.g., using computer vision tech-
niques) to determine pressing keys of the keyboard, for
example.

[0031] In an example, the laser projector may be mounted
on an arm of a pair of eyeglasses and the camera may be
mounted on an opposite arm of the eyeglasses. The processor
may further be mounted on the eyeglasses and coupled to the
laser projector and/or camera. A laser pattern for a virtual
input device can be projected onto a hand of the user, and the
user may use an opposite hand to select items of the virtual
input device. For example, the laser pattern may be projected
onto a “display hand”, and the camera may be able to detect
when the user uses the opposite hand and the laser hits an
“action finger” of the opposite hand that is making a selection.
[0032] Inanother example, the processor may detect when
the display hand is moving and interpret display hand move-
ments as inputs to the virtual input device. For example, when
the display hand is tilted, the laser pattern is changed, and the
change in the laser pattern can be identified. As the display
hand is tilted away from the user, an image in the laser pattern
on a far edge of the hand will be smaller than an image in the
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laser pattern on a close edge of the hand. Similarly, if the
display hand is rotated, an edge of the hand closest to the
projector displays objects larger, and an edge farther away
from the projector displays objects smaller. Movement of the
display hand (e.g., tilt and rotation) can be determined and
accepted as a user selection. In one example, movement of the
display hand can be interpreted similar to user inputs received
from a mouse on a standard computer. Rotation can be inter-
preted as a horizontal (x-axis) movement, and tilt can be
interpreted as a vertical (y-axis) movement.

[0033] In still another example, the processor may detect
when the display hand is moving and may instruct the laser
projector to adjust a projection of the virtual input device
based on the movement so as to track the moving display
hand. The processor may be further configured to determine
that the virtual input device is in use when the processor
determines that images of the virtual input device have a
brightness above a predetermined threshold.

[0034] Referring now to FIG. 1, an example system 100 for
transmitting and receiving data is illustrated. The system 100
includes a device 102 that communicates using a communi-
cation link 104 (e.g., a wired or wireless connection) to a host
106.

[0035] The device 102 may be any type of device that can
receive data and display information corresponding to or
associated with the data. For example, the device 102 may be
aheads-up display system, such as glasses or any type of near
eyedisplay unit containing a display apparatus (e.g., ahelmet,
contact lens, and goggles). Further example embodiments
may include a head-mounted display (HMD), a display com-
prising a liquid crystal display (LCD), light emitting diodes
(LEDs), a molded polymer display, or a free space reflection
display, or other means of image generation, for example.
Additional example embodiments may include a waveguide
in the display for generating images in front of the user’s eyes,
or a wearable computer including an HMD with a binocular
display or a monocular display.

[0036] Thus, the device 102 may include a display system
108 comprising a processor 110 and a display 112. The dis-
play 112 may be, for example, an optical see-through display,
an optical see-around display, or a video see-through display.
The display system 108 may be configured to communicate
(e.g., receive and transmit data wired or wirelessly) with the
host 106. The processor 110 may receive data from the host
106, and configure the data for display on the display 112. The
processor 110 may be any type of processor, such as a micro
processor, a digital signal processor (DSP), etc., and the dis-
play 112 may be any type of display including [.CD, plasma,
etc.

[0037] Inaddition, the device 102 may include one or more
sensors, such as sensor 114, coupled to the processor 110. The
sensor 114 may be a gyroscope or an accelerometer to mea-
sure movement of the device 102. The sensor 114 may further
include any of Global Positioning System (GPS) receivers,
infrared sensors, optical sensors, biosensors, Radio Fre-
quency identification (RFID) systems, wireless sensors, and/
or compasses, among others, for example. The sensor 114
may also take the form of a camera, and movement of the
device can be determined based on optical flow or computer
vision (e.g., using images from the camera to determine
motion), for example.

[0038] Furthermore, the device 102 may include an inte-
grated user-interface (UI) that allows a user to interact with
the device 102. For example, the device 102 may include
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various buttons and/or a touchscreen interface that allow a
user to provide input. As another example, the device 102 may
include a microphone configured to receive voice commands
from a user. Furthermore, the device 102 may include one or
more interfaces that allow various types of user-interface
devices to be connected to the device 102.

[0039] The device 102 may further include on-board data
storage, such as memory 116 coupled to the processor 110.
The memory 116 may store software that can be accessed and
executed by the processor 110, for example.

[0040] The host 106 may be any type of computing device
or transmitter including a laptop computer, a mobile tele-
phone, etc., that is configured to transmit data to the device
102. The host 106 and the device 102 may contain hardware
to enable the communication link 104, such as processors,
transmitters, receivers, antennas, etc.

[0041] InFIG. 1, the communication link 104 is illustrated
as a wireless connection; however, wired connections may
also be used. For example, the communication link 104 may
be a wired link via a serial bus such as USB, or a parallel bus.
A wired connection may be a proprietary connection as well.
The communication link 104 may also be a wireless connec-
tion, such as Bluetooth, IEEE 802.11 (IEEE 802.11 may refer
to IEEE 802.11-2007, IEEE 802.11n-2009, or any other IEEE
802.11 revision), or other wireless based communication
links.

[0042] In another example, the system 100 includes an
access point 118 through which the device 102 may commu-
nicate with the internet 120. In this example, the device 102
may not require connectivity to the host 106. The access point
118 may take various forms. For example, if the device 102
connects using 802.11 or via an Ethernet connection, the
access point 118 may take the form of a wireless access point
(WAP) or wireless router. As another example, if the device
102 connects using a cellular air-interface protocol, such as a
CDMA or GSM protocol, the access point 118 may be a base
station in a cellular network that provides Internet connectiv-
ity via the cellular network.

[0043] As such, the device 102 may include a wired or
wireless network interface through which the device 102 can
connect to the access point 118. As an example, the device
102 may be configured to connect to access point 118 using
one or more protocols such as 802.11, 802.16 (WiMAX),
LTE, GSM, GPRS, CDMA, EV-DO, and/or HSPDA, among
others. Furthermore, the device 102 may be configured to
connect to access point 118 using multiple wired and/or wire-
less protocols, such as “3G” or “4G” data connectivity using
a cellular communication protocol (e.g., CDMA, GSM, or
WIiMAX, as well as for “WiFi” connectivity using 802.11).
Other examples are also possible.

[0044] Alternatively, the host 106 may also include connec-
tivity to the internet 120, and thus, the device 102 may access
the internet 120 through the host 106.

[0045] One or more of the described functions of the sys-
tem 100 may be divided up into additional functional or
physical components, or combined into fewer functional or
physical components. For example, although the sensor 114
is illustrated as a component of the device 102, the sensor 114
may be separate from the device 102, and thus, may commu-
nicate with the device 102. In some further examples, addi-
tional functional and/or physical components may be added
to the examples illustrated by FIG. 1.

[0046] FIG. 2 illustrates an example system 200 for receiv-
ing, transmitting, and displaying data. The system 200 is
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shown in the form of a wearable computing device, such as an
HMD that includes a pair of eyeglasses. In one example, the
system 200 may be configured to operate as the device 104
shown in FIG. 1 or to include any of the functions of the
device 104 shown in FIG. 1.

[0047] The system 200 includes a display 202, an on-board
computing system 204, an optical waveguide 206, a video
camera 208, a laser projector 210, and a sensor 212. One or
more of the described components or functions of the system
200 may be divided up into additional functional or physical
components, or combined into fewer functional or physical
components. In some further examples, additional functional
and/or physical components may be added to the example
system 200 illustrated by FIG. 2.

[0048] The display 202 may be configured to overlay com-
puter-generated graphics in the user’s view of the physical
world. The display 202 is shown to be provided in a center of
a lens of the pair of eyeglasses, however, the display 202 may
be provided in other positions. In addition, more than one
display may be provided, such as, for example, to provide a
second display on the opposite lens of the eyeglasses, or
multiple displays in one lens.

[0049] The display 202 is controllable via the on-board
computing system 204 that is coupled to the display 202 via
the optical waveguide 206. The on-board computing system
204 is shown to be positioned on an arm of the pair of eye-
glasses, however, the on-board computing system 204 may be
provided in other positions as well (e.g., such as at a nose of
the eyeglasses). The on-board computing system 204 may
include a processor and memory, for example. The on-board
computing system 204 may be configured to receive and
analyze data from the video camera 208 (and possibly data
from other sensory devices and/or user interfaces), and to
control the display 202 accordingly. Furthermore, data mak-
ing up graphics (e.g., video, images, text, etc.) may be relayed
from on-board computing system 204 to the display 202 via
the optical waveguide 206.

[0050] The video camera 208 is shown mounted on a frame
of'the eyeglasses. The video camera 208 may be mounted at
other positions as well. The video camera 208 may be con-
figured to capture images (e.g., video) at various resolutions
and/or at different frame rates (e.g., varying frames per sec-
ond (fps)). Many video cameras with a small form-factor,
such as those used in cell phones, webcams, etc., are well
known to those skilled in the art, and may be incorporated into
an example of the system 200. However, it should be under-
stood that examples described herein are not limited to any
particular type of video camera. Although FIG. 2 illustrates
one video camera 208, more video cameras may be used, and
each may be configured to capture the same view, or to cap-
ture different perspectives or views and thus may be mounted
on other areas of the pair of eyeglasses.

[0051] The video camera 208 may be oriented so as to
generally track the user’s frame of reference (i.e., the user’s
point of view) by orienting the video camera 208 to capture a
view similar to the user’s view. Other configurations are also
possible. As shown in FIG. 2, the video camera 208 may be
mounted on an arm of the eyeglasses and oriented to capture
images in front of the eyeglasses. Alternatively, the video
camera 208 may be mounted on a user’s forehead or in
between the user’s eyes, and oriented in the same direction as
the user’s eyes. The video camera 208 may be configured to
track movement of the user’s head, and thus the perspective of
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recorded video at a given point in time may capture the user’s
frame of reference (i.e., the user’s view) at that time.

[0052] In one example, the display 202 is positioned and
sized such that images being displayed appear to be overlaid
upon or to “float” in a user’s view of the physical world, thus
providing an experience in which computer-generated infor-
mation can be merged with the user’s perception of the physi-
cal world. To do so, on-board computing system 204 may be
configured to analyze video footage that is captured by the
video camera 208 to determine what graphics should be dis-
played, and how the graphics should be displayed (e.g., loca-
tion on the display, size of the graphics, etc.).

[0053] The laser projector 210 is shown mounted to an arm
of the eyeglasses opposite the video camera 208. However,
the laser projector 210 may be mounted on the same arm as
the video camera 208 or on other areas of the pair of eye-
glasses. The laser projector 210 may be oriented so as to
project images in a direction in which the user is looking. The
laser projector 210 may be configured to project images, such
as a virtual input device, onto a surface. In one example, the
virtual input device may include a laser pattern of objects that
take the form of a QWERTY keyboard. The laser pattern of
objects may include many other types or configurations as
well depending on an application of the system 200.

[0054] The laser projector 210 may provide a visual image,
or alternatively, the laser projector 210 may include an infra-
red (IR) projector to provide IR or a combination of a laser
pattern and IR. In one example, when an IR projector is used,
images may be seen in a heads-up display (described below)
in FIG. 3B.

[0055] The laser projector 210 may provide a pattern gen-
erated by a laser passing through a diffraction pattern genera-
tor to create a grid of dots or lines, for example, resulting in a
laser pattern.

[0056] In addition, the laser projector 210 may be config-
ured to provide a projection in any desired direction. For
example, the laser projector 210 may include mirrors that can
be configured to reflect the projection in a desired direction,
or the laser projector 210 may include a movable base to
change a direction of projection (e.g., a motorized or non-
motorized base).

[0057] Still further, the laser projector 210 may be or
include generally any type of projector display (e.g., laser
projector, LCD backlight, liquid crystal on silicon (LCOS),
etc.), and a projector including a laser is one example. Other
examples are possible as well.

[0058] The sensor 212 is shown mounted on an arm of the
pair of eyeglasses, however, the sensor 212 may be positioned
on other areas of the system 200. The sensor 212 may include
one or more of a gyroscope or an accelerometer, for example.
Other sensing devices may be included within the sensor 212
or other sensing functions may be performed by the sensor
212. In addition, additional sensors may be included on the
system 200, or additional input devices, such as a trackpad
input device, buttons for input, etc.

[0059] FIG. 3A illustrates an example operation of the sys-
tem 200 of FIG. 2. In one example, a user may wear the
system 200 as a pair of eyeglasses, and the laser projector 210
may be configured to provide a projection of a laser pattern of
objects 300. The user may direct where the projection of the
laser pattern of objects 300 is displayed based on a gaze
direction of the user (e.g., a direction that the user is looking).
Inthe example shown in FIG. 3A, the user is looking at a hand
302, and thus, the laser pattern of objects 300 may be pro-
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jected onto the hand 302. In this example, the hand 302 may
be considered a display hand, and the laser projection of
objects 300 is a number keypad. However, the laser pattern of
objects 300 may be projected onto any surface, and may
include any number of objects and content of the objects can
be configured as desired.

[0060] FIG. 3B illustrates another example operation of the
system of FIG. 2. In this example, the projection may be
viewed in a heads-up-display 304 of the glasses. The heads-
up-display 304 may be configured to align graphics to overlay
onto the hand 302 as the user views the graphics. In this
example, there may be no projection of a virtual input device
onto a surface.

[0061] Although the system 200 is shown embodied with a
pair of glasses in FIGS. 3A-3B, components of the system
may be separate from the glasses. For example, the camera
208 and/or the projector 210 may be separate from the glasses
and could be attached to a user at other areas including a neck,
chest, wrist or belt, and configured to project images and
capture images from a surface. As a specific example, the
camera and projector could be attached to a belt of a user and
directed to project the laser pattern onto the floor or feet of the
user, rather than or in addition to, projecting onto the user’s
hand. Further, components of the system 200, including the
camera 208 and the projector 210, may be removable from the
glasses and can be positioned on a user’s belt, for example, or
customized to be configured to operate in any direction as
desired. Still further, the system may include multiple cam-
eras and/or multiple projectors to project patterns and capture
images of multiple areas.

[0062] In one example, when the laser pattern of objects
300 is projected onto the display hand 302, the camera 208
may photograph images of the hand 302 and the laser pattern
of objects 300. In one example, where the laser pattern of
objects 300 includes a virtual input device, a user may use an
opposite hand to provide an input to the virtual input device.
FIG. 4 illustrates an example of receiving an input on a virtual
input device. For example, in FIG. 4, the laser pattern of
objects 300 projected onto the hand 302 (e.g., onto a palm of
the hand 302), and a user may use an opposite hand to provide
an input by selecting one of the objects of the laser pattern of
objects 300.

[0063] When the user moves a finger 304 (e.g., an action
finger) through the laser pattern of objects 300, the camera
208 may photograph a discontinuity of laser line curved
around the action finger 304. A change in the laser line can be
used to determine a location or an approximate location of the
action finger 304. For known laser patterns, e.g., a set of 10
icons displayed as buttons, a processor of the on-board com-
puter of the system 200 can detect which button in the laser
pattern of images 300 is distorted by the action finger 304 to
determine which button is being selected. After determining
which of'the objects has been selected, the on-board computer
of the system 200 may direct the laser projector to alter the
selected object, such as by changing a color of the object, for
example.

[0064] Although FIG. 4 illustrates the laser pattern of
objects 300 projected onto the hand 302, the laser pattern of
objects 300 may be projected onto any area or surface (e.g.,
other than a hand), and the user may use any item capable of
distorting the laser pattern to make selections on the virtual
input device.

[0065] FIG. 5 illustrates another example of receiving an
input on a virtual input device. In FIG. 5, a laser pattern of
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objects 308 is projected onto a forearm 306 of a user, and a
user may use an opposite hand to provide an input by select-
ing one of the objects of the laser pattern of objects 308. In this
example, the laser pattern of objects 308 includes four buttons
numbered one to four, and the second button changes color
after selection by the user.

[0066] FIG. 6 is a block diagram of an example method to
determine selection of an object of a virtual input device, in
accordance with at least some embodiments described herein.
Method 600 shown in FIG. 6 presents an embodiment of a
method that, for example, could be used with the systems 100
and 200, for example, and may be performed by a device,
such as a head mounted device, or components of the device.
Method 600 may include one or more operations, functions,
or actions as illustrated by one or more of blocks 602-612.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or in a different
order than those described herein. Also, the various blocks
may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.

[0067] In addition, for the method 600 and other processes
and methods disclosed herein, the flowchart shows function-
ality and operation of one possible implementation of present
embodiments. In this regard, each block may represent a
module, a segment, or a portion of program code, which
includes one or more instructions executable by a processor
for implementing specific logical functions or steps in the
process. The program code may be stored on any type of
computer readable medium, for example, such as a storage
device including a disk or hard drive. The computer readable
medium may include non-transitory computer readable
medium, for example, such as computer-readable media that
stores data for short periods of time like register memory,
processor cache and Random Access Memory (RAM). The
computer readable medium may also include non-transitory
media, such as secondary or persistent long term storage, like
read only memory (ROM), optical or magnetic disks, com-
pact-disc read only memory (CD-ROM), for example. The
computer readable media may also be any other volatile or
non-volatile storage systems. The computer readable medium
may be considered a computer readable storage medium, for
example, or a tangible storage device.

[0068] In addition, for the method 600 and other processes
and methods disclosed herein, each block in FIG. 6 may
represent circuitry that is wired to perform the specific logical
functions in the process.

[0069] At block 602, method 600 includes determine
whether to project a virtual input device and/or to capture
images. The method 600 may be performed by the system 200
in FIG. 2, for example, where a laser projector and a camera
are mounted on eyeglasses. The eyeglasses may further
include a gyroscope to sense head movement. The laser pro-
jector may begin projecting a virtual input device (e.g., a laser
pattern of objects) and the camera may be configured to begin
capturing images of the virtual input device when a user’s
head is stable or substantially stable (e.g., stationary or sub-
stantially stationary). Whether a user’s head is stable may be
determined based on outputs the gyroscope, such as for
example, when outputs are within an acceptable range or
below a predetermined threshold. Once a user’s head is deter-
mined to be stable, the camera may begin capturing images
(or video) to capture user inputs on the virtual input device. In
this manner, the user may indicate to the system that the user
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is ready for interaction with the virtual input device to begin
by maintaining their head stationary or substantially station-
ary.

[0070] As one example, if images from the camera no
longer include images of the laser pattern of objects (or no
longer include discernable images of the laser pattern of
objects), the laser projector may discontinue projecting the
virtual input device and the camera may discontinue captur-
ing images. In this example, a surface onto which the laser
pattern of objects may be moved out of the line of projection
of'the laser projector (e.g., the user moves a display hand out
of' the line of projection of the laser pattern), and a processor
processing captured images may determine that the user is no
longer using the virtual input device. From another point of
view, the user may move his/her head so that the line of
projection of the laser pattern no longer resides on a surface
which can provide a background for the laser pattern so that
discernable images (e.g., images having a brightness/resolu-
tion above a threshold level) of the laser pattern can be inter-
preted. For example, a user wearing the system 200 in FIG. 2
may look in a downward direction to project the laser pattern
of objects onto the user’s hand, and after use of the virtual
input device, the user may then look upward or forward so
that the laser pattern of objects is projected in a forward
direction and not onto any surface in particular.

[0071] Atblock 604, the method 600 includes receive infor-
mation associated with images of background. For example,
a video camera may capture images of a virtual input device
being projected onto a surface. The images may include the
virtual input device, such as a laser pattern of objects. At
block 604, a laser projector may perform a calibration prior to
a user providing inputs to the virtual input device. For
instance, to initiate the virtual input device, the laser projector
may provide a blinking laser pattern (e.g., turn projected laser
pattern on/off) to indicate that the pattern is now active. Upon
sensing or identifying the blinking laser pattern (based on
captured images), the camera may perform a calibration by
capturing an image of the laser pattern with no user interac-
tion, which can be used as a reference image (and may be
stored in memory) to determine when the user interacts with
the laser pattern. For example, images can be captured with
the pattern and without the pattern, and a difference of the
images can be determined to result in the pattern. Based on
images of the pattern alone, brightness of the pattern can be
adjusted by modifying power of the projector, for example.
[0072] As another example, to initiate the virtual input
device, a chime or voice announcement may be made. Still
further, to initiate the virtual input device, any type or form of
a notification may be provided.

[0073] Atblock 606, method 600 includes receive informa-
tion associated with the virtual input device. For example, the
video camera may capture images of a user interacting with
the virtual input device. The images may include an object,
e.g., an action finger, interrupting a line of the laser pattern of
objects. In this example, a user may move a finger through a
line of the laser pattern so as to indicate a selection of one of
the objects of the laser pattern. The video camera may capture
images of'the finger as the finger moves to indicate a selection
of'one ofthe objects of the laser pattern. A processor may then
receive the information associated with the virtual image
device. The information may be the images (e.g., video) cap-
tured by the video camera.

[0074] At block 608, the method 600 includes extract fea-
tures of the images. For example, the processor may extract
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features of various levels of complexity from image data.
Examples of features to extract include lines, edges, ridges,
localized interest points such as corners or points, or complex
features related to texture, shape, or motion, for example.
[0075] In one example, the images may represent a real
world scene viewed by the camera that includes a static back-
ground as well as various foreground objects that are able to
move, and the processor may extract features indicating the
foreground objects. For instance, the background objects may
include the laser pattern of projected objects, and the fore-
ground objects may include a user’s finger positioned over
one of the object of the laser pattern.

[0076] At block 610, the method 600 includes compare
extracted features of the images. In one example, the proces-
sor may compare extracted features of images to identify
differences between images. In this manner, the processor
may identify movement of a finger over an object of the laser
pattern so as to identify which object is selected.

[0077] In another example, the processor may access the
reference background image model in memory that may be
recorded and stored during a calibration of the system. The
background image model may represent an estimate of the
laser pattern of objects, e.g., corresponds to what a camera
image would look like if there were no foreground objects in
the image. A foreground object may be presumed to differ in
brightness from the background image. Thus, to identify fore-
ground objects at each time step, a difference image can be
created. The difference image may be a result of subtracting
a camera image from the background model image. For each
pixel in the difference image, if an absolute value of the
difference is larger than a particular threshold, then that pixel
may be classified as foreground; otherwise, that pixel may be
classified as background. This difference threshold may vary
depending on the background’s brightness. As another
example, if an absolute value of the difference is larger than a
particular threshold for a particular length of time, then that
pixel may be classified as foreground; otherwise, that pixel
may be classified as background.

[0078] Thus, the processor may process features or images
on a pixel-by-pixel basis to determine what portions of the
features or images are foreground (e.g., representing an
object selecting an object of the laser pattern of objects) and
what portions of features or images are background. The
processor may distinguish changes in the features and image.
[0079] At block 612, the method 600 includes determine
selection of an object of the virtual input device. For example,
the processor may determine which object of the laser pattern
of objects is selected by the user by referring to the back-
ground image stored in memory and determining a location of
the foreground object. The processor can referenced the
stored background image and have knowledge of positions of
the objects of the laser pattern of objects. For instance, if the
laser pattern of objects is a representation of a number key-
pad, the processor may have knowledge of the positions/
locations of each object representing a number key. The pro-
cessor can then determine a location of a foreground object
and compare that location to known locations of the objects in
the laser pattern. Where a location matches (or substantially
matches or overlaps), the processor may determine that the
foreground object overlays the object in the laser pattern. The
overlaid object in the laser pattern can be determined as the
object selected.

[0080] In one example, the method 600 in FIG. 6 is an
example of computer vision. Input images from a camera are
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received and a computer vision system may separate fore-
ground objects of interest (e.g., a user’s finger) from back-
ground images in real time so that a location and outline ofthe
foreground objects can serve as indicators for inputs to the
virtual input device.

[0081] In a further example, referring back to FIG. 4, the
laser projection of objects 300 is projected onto a surface,
such as the display hand in FIG. 4, and components of a
system (e.g., processor and camera) may be configured to
determine when the display hand 302 is moving and to inter-
pret display hand movements as inputs to the virtual input
device.

[0082] FIGS. 7-10 illustrate example movements of a pro-
jection surface. For example, when the display hand 302 is
tilted, a display of the laser projection of objects 302 is
changed, and the change in the display of the laser projection
of objects 302 can be identified. As the display hand 302 is
tilted away from the user, an image in the laser pattern on a far
edge of the hand will be smaller than an image in the laser
pattern on a close edge of the hand. Similarly, if the display
hand is rotated toward the user, an edge of the hand closest to
the projector displays objects larger, and an edge farther away
from the projector displays objects smaller. Movement of the
display hand (e.g., tilt and rotation) can be determined and
accepted as a user selection. In one example, movement of the
display hand can be interpreted similar to user inputs received
from a mouse on a standard computer. Rotation can be inter-
preted as a horizontal (x-axis) movement, and tilt can be
interpreted as a vertical (y-axis) movement.

[0083] InFIGS. 7A-7C, example rotation movements of a
projection surface are illustrated. In FIG. 7A, the display hand
302 is shown with the laser projection of objects 300 provided
by an example system. Anx-y axis is also shown for reference
regarding direction and orientation of movements of the dis-
play hand 302, and may be the reference axis from the per-
spective of the system. In FIG. 7A, the display hand 302 is
shown stationary, and a center object (e.g., box 5) is shown
highlighted. In one example, components of the system may
be configured to highlight a center object based on a location
of the objects. As shown in FIG. 7A, the center box 5 is at
location (0,0) on the x-y axis, and thus, is in a center location
from the perspective of the system.

[0084] In FIGS. 7B-7C, the display hand 302 is rotated
about the y-axis such that an edge 310 of the display hand 302
faces the user and a thumb of the display hand 302 is rotated
away from the user. In this manner, with the laser projection
of objects 300 remaining stationary (or substantially station-
ary) due to lack of movement of the projector, a right column
of'the laser projection of objects 300 (e.g., numbers 3, 6, and
9) is projected onto the edge 310 of the display hand 302 and
will appear larger in size than any of the remaining objects
due to a change in the projection surface. Upon determining
that the display hand 302 has been rotated in this manner (e.g.,
using any of the methods described above in FIG. 6), com-
ponents of the system may be configured to highlighted the
box that is now at the center location (e.g., box 6). FIG. 7C
illustrates the center box highlighted.

[0085] In FIGS. 8A-8C, additional examples of rotation
movements of a projection surface are illustrated. In FIG. 8A,
the display hand 302 is shown with the laser projection of
objects 300 provided by an example system. In FIGS. 8B-8C,
the display hand 302 is rotated about the y-axis such that an
inner edge 312 of the display hand 302 faces the user and the
edge 310 of the display hand 302 is rotated away from the
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user. In this manner, with the laser projection of objects 300
remaining stationary (or substantially stationary) due to lack
of movement of the projector, a left column of the laser
projection of objects 300 (e.g., numbers 1, 4, and 7) is pro-
jected onto the inner edge 312 of the display hand 302 and
will appear larger in size than any of the remaining objects
due to a change in the projection surface. Upon determining
that the display hand 302 has been rotated in this manner (e.g.,
using any of the methods described above in FIG. 6), com-
ponents of the system may be configured to highlighted the
box that is now at the center location (e.g., box 4). FIG. 8C
illustrates the center box highlighted.

[0086] FIGS. 7-8 illustrate example rotation movements of
the projection surface. Rotation movements may be inter-
preted as a horizontal movement of a selector, which is shown
as a highlighted object, for example.

[0087] In FIGS. 9A-9C, example tilt movements of a pro-
jection surface are illustrated. In FIGS. 9B-9C, the display
hand 302 is tilted about the x-axis such that a heel 314 of the
display hand 302 faces the user and fingers of the display hand
302 are tilted away from the user. In this manner, with the
laser projection of objects 300 remaining stationary (or sub-
stantially stationary) due to lack of movement of the projec-
tor, a bottom row of the laser projection of objects 300 (e.g.,
numbers 3, 6, and 9) is projected onto the heel 314 of the
display hand 302 and will appear larger in size than any of the
remaining objects due to a change in the projection surface.
Upon determining that the display hand 302 has been rotated
in this manner (e.g., using any ofthe methods described above
in FIG. 6), components of the system may be configured to
highlighted the box that is now at the center location (e.g., box
8). FIG. 9C illustrates the center box highlighted.

[0088] In FIGS. 10A-10C, additional example tilt move-
ments of a projection surface are illustrated. In FIGS. 10B-
10C, the display hand 302 is tilted about the x-axis such that
fingertips 316 of the display hand 302 face the user and the
heel 314 of the display hand 302 are tilted away from the user.
In this manner, with the laser projection of objects 300
remaining stationary (or substantially stationary) due to lack
of movement of the projector, a top row of the laser projection
of'objects 300 (e.g., numbers 3, 6, and 9) is projected onto the
fingertips 316 of the display hand 302 and will appear larger
in size than any of the remaining objects due to a change in the
projection surface. Upon determining that the display hand
302 has been rotated in this manner (e.g., using any of the
methods described above in FIG. 6), components of the sys-
tem may be configured to highlighted the box that is now at
the center location (e.g., box 2). FIG. 10C illustrates the
center box highlighted.

[0089] FIGS. 9-10 illustrate example rotation movements
of the projection surface. Rotation movements may be inter-
preted as a vertical movement of a selector, which is shown as
a highlighted object, for example.

[0090] The example rotation and tilt movements shown in
FIGS. 7-10 may be used in combination. For example, after
performing a rotation movement as shown in FIGS. 7A-7C, a
user may perform a tilt movement as shown in FIGS. 9A-9C
so as to move the projection surface such that a lower right
corner object (e.g., box 9) is at the center location. In this
example, the rotation movement may be performed and while
rotated, the tilt movement may be performed. Any other
example combinations of rotation and tilt movements may be
performed so as to cause any of the objects of the laser
projection of objects 300 to be at the center location.
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[0091] As one example, a laser may project a 3x3 grid of' 9
buttons on a surface, as shown in FIGS. 7-10. Initially, a
center button may be highlighted or indicated otherwise by a
selector (e.g., by use of a pointer or other graphical icon). By
rotating the surface, a processor of the system may be con-
figured to determine that a button larger than the highlighted
button exists, and may instruct the laser projector to highlight
the larger button. Similarly, by tilting the display hand away
from the user, the processor may identify another button
larger, and may instruct the laser projector to highlight the
larger button. The rotation and tilt movements may be inter-
preted similar to movements of a mouse on a computer, for
example.

[0092] In one example, the user may select a highlighted
object by making another movement of the projection sur-
face. FIGS. 11A-11C illustrate example movements of a pro-
jection surface to indicate a selection of an object. In FIG.
11A, the display hand 302 is shown with the laser projection
of objects 300 in which a center object (e.g., box 5) is high-
lighted. In FIG. 11B, a user may rotate the display hand 302
about the z-axis so as to indicate selection of the highlighted
object. Upon determining that the display hand 302 has been
rotated in this manner (e.g., using any of the methods
described above in FIG. 6), components of the system may be
configured to receive the movement as a selection of the
highlighted object. Rotation of the display hand 302 about the
z-axis may be interpreted as a mouse click. As another
example, as shown in FIG. 11C, a user may perform another
hand movement, such as by closing the display hand 302 to
make a fist. The fist gesture may be interpreted as a mouse
click. Any type of hand gesture may be interpreted as a mouse
click, such as making a predetermined gesture, holding up a
certain number of fingers, providing a thumbs-up, turning the
hand upside down, shaking hand back-and-forth, a pinch or
any hand gesture as customized by a user, for example.
[0093] Using the example movements shown in FIGS.
7-11, the user may provide an input to the virtual input device
using only the display hand 302. In other examples, the user
may use the display hand and an action finger (independently
or simultaneously) to provide an input.

[0094] FIG.12is ablock diagram of an example method for
operation of a virtual input device, in accordance with at least
some embodiments described herein. Method 1200 shown in
FIG. 12 presents an embodiment of a method that, for
example, could be used with the systems 100 and 200, for
example, and may be performed by a device, such as a head
mounted device, or components of the device. Method 1200
may also be used with method 600, for example. Method
1200 may include one or more operations, functions, or
actions as illustrated by one or more of blocks 1202-1208.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or in a different
order than those described herein. Also, the various blocks
may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.

[0095] At block 1202, method 1200 includes providing a
virtual input device onto a surface. As one example, the vir-
tual input device includes a laser pattern of objects, such as
any of the laser projection of objects shown and described in
FIGS. 7-11. Any number, type, size, and configuration of
objects may be projected onto the surface. In addition, the
surface may be any kind of surface on which laser projections
may be displayed.
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[0096] At block 1204, the method 1200 includes receiving
images of the virtual input device. As one example, a camera
may be configured to capture images of the virtual input
device as projected onto the surface, and may be configured to
provide the images to a processor.

[0097] At block 1206, the method 1200 includes, based on
the images, determining movement of the surface. For
example, movement of the surface may be determined using
any method including the method 600 described in FIG. 6.
Images may be compared to one another to identify move-
ment of the surface.

[0098] Atblock 1208, the method 1200 includes determin-
ing a selection of an object of the virtual input device based at
least in part on movement of the surface. For example, as
shown and described in FIGS. 7-11, movement of the surface
causes changes in display of objects of the virtual input
device, and based on the changes, the selection of the object
can be determined. Example changes in the objects include a
display of a larger object in comparison to other objects dueto
movement of the surface.

[0099] FIG. 13 is a block diagram of another example
method for operation of a virtual input device, in accordance
with at least some embodiments described herein. Method
1300 shown in FIG. 13 presents an embodiment of a method
that, for example, could be used with the systems 100 and
200, for example, and may be performed by a device, such as
a head mounted device, or components of the device. Method
1300 may also be used with methods 600 or 1200, for
example. Method 1300 may include one or more operations,
functions, or actions as illustrated by one or more of blocks
1302-1308. Although the blocks are illustrated in a sequential
order, these blocks may also be performed in parallel, and/or
in a different order than those described herein. Also, the
various blocks may be combined into fewer blocks, divided
into additional blocks, and/or removed based upon the
desired implementation.

[0100] At block 1302, method 1300 includes providing a
virtual input device. As one example, the virtual input device
includes a laser pattern of objects, such as any of the laser
projection of objects shown and described in FIGS. 7-11. Any
number, type, size, and configuration of objects may be pro-
jected onto the surface. In addition, the virtual input device
may be provided onto a surface and the surface may be any
kind of surface on which laser projections may be displayed.
[0101] Atblock 1304, the method 1300 includes receiving
images of the virtual input device. As one example, a camera
may be configured to capture images of the virtual input
device as projected onto the surface, and may be configured to
provide the images to a processor.

[0102] At block 1306, the method 1300 includes based on
the images, determining a distortion of an object. For
example, images may be compared to one another identify a
distortion of an object or any change in the laser pattern of
objects. In one example, an object may be distorted due to
movement of the surface that may be determined using any
method including the method 600 described in FIG. 6. Based
on movement of the surface, an object may now be viewed
larger, smaller, deformed, bended, stretched, etc., as com-
pared to a view of the object prior to movement of the surface.
[0103] Atblock 1308, the method 1300 includes determin-
ing a selection of an object of the virtual input device based at
least in part on the distortion of the object. For example, as
shown and described in FIGS. 7-11, movement of the surface
causes changes in display of objects of the virtual input
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device, and based on the changes, the selection of the object
can be determined. Example changes in the objects include a
display of a larger object in comparison to other objects due to
movement of the surface. A processor may be configured to
interpret distortion of an object as a selection of that object,
for example.

[0104] FIG. 14 is a block diagram of another example
method for operation of a virtual input device, in accordance
with at least some embodiments described herein. Method
1400 shown in FIG. 14 presents an embodiment of a method
that, for example, could be used with the systems 100 and
200, and may be performed by a device, such as a head
mounted device, or components of the device. Method 1400
may also be used with methods 600, 1200, or 1300. Method
1400 may include one or more operations, functions, or
actions as illustrated by one or more of blocks 1402-1414.
Although the blocks are illustrated in a sequential order, these
blocks may also be performed in parallel, and/or in a different
order than those described herein. Also, the various blocks
may be combined into fewer blocks, divided into additional
blocks, and/or removed based upon the desired implementa-
tion.

[0105] At block 1402, method 1400 includes providing a
virtual input device. As one example, the virtual input device
includes a laser pattern of objects, such as any of the laser
projection of objects shown and described in FIGS. 7-11. Any
number, type, size, and configuration of objects may be pro-
jected onto the surface. In addition, the virtual input device
may be provided onto a surface and the surface may be any
kind of surface on which laser projections may be displayed.
Additionally, initially the virtual input device may be pro-
vided on an area, rather than specifically onto a surface, for
example.

[0106] At block 1404, the method 1400 includes receiving
images of the virtual input device and of the surface. As one
example, a camera may be configured to capture images of the
virtual input device as projected onto the surface, and may be
configured to provide the images to a processor. In addition,
the camera may be configured to capture images of the sur-
face with or without the virtual input device projected
thereon, and to provide the images to a processor.

[0107] Atblock 1406, the method 1400 includes determin-
ing an approximate location of the surface. For example, the
processor may receive the images of the surface, and may
determine an approximate location of the surface based on a
comparison of the images. Particularly, the processor may use
computer vision to track motion of the surface and determine
alocation. As another example, to track motion ofthe surface,
when the surface moves through a projected image, light
received at the camera from the projected image becomes
brighter than light received at the camera from other areas.
Thus, the processor may determine areas of bright sources of
light that match a generated pattern within the projection to
locate the projection. The projection may include a distinct
pattern, and once the pattern is disturbed (e.g., by passing a
surface through the pattern), the processor will determine a
brightness of the image. By comparing images, the processor
may determine a location of the surface. The projector may
provide a broad and wide projection so as to initially locate
the surface, or to initially locate an area including the surface,
for example.

[0108] The location may be an approximate location rather
than or in addition to an exact location of the surface. An
approximate location may be a location of the surface within
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a threshold tolerance, such as within about 1 feet to 3 feet,
about 1 cm to 3 cm, about 1 mm to 3 mm, about 1 um to 3 pm,
or other ranges as appropriate for a size of the surface and a
distance of the surface from the system.

[0109] Atblock 1408, the method 1400 includes providing
the virtual input device on the surface. For example, once the
location of the surface is determined, the projector can
modify the projection of the virtual input device to be onto the
surface. Initially, the projection may be a wide pattern to
cover a large area, and once a location of the surface onto
which the projection is provided is determined, the projection
can be narrowed down to provide more details or a higher
resolution of images. For example, if the surface is a hand of
auser, when the hand passes through the pattern, disturbances
in pattern are determined and a location of the hand can be
determined. As another example, the processor may be con-
figured to determine an area of the surface, and to instruct the
projector to provide the virtual input device onto the area of
the surface, such as by widening or narrowing the projection
to accommodate an available area. Thus, the projection may
initially be of a first coverage area, and may subsequently be
modified to that of a second coverage area that is less than or
greater than the first coverage area (e.g., start off wide and
decrease, or start off narrow and increase).

[0110] At block 1410, the method 1400 includes tracking
motion of the surface. As an example, if the surface is a hand
of a user, if the hand moves after the virtual input device is
provided onto the hand, a portion of the virtual input device
may not be discernable to the user or a camera (e.g., the
camera may not receive enough light from those images).
Thus, the processor may track motion of the surface, using
methods described above to determine locations of the sur-
face. As an example, images captured by the camera can be
analyzed to determine motion of the surface.

[0111] Atblock 1412, the method 1400 includes providing
the virtual input device onto the surface based on motion of
the surface. For example, as the surface changes locations, the
processor may instruct the projector to change a direction of
the projection of the virtual input device so as to substantially
provide the virtual input device onto the surface while the
surface is in motion. Further, based on a speed of the motion,
if a location of the surface is not readily found (e.g., the
surface moves entirely out of view of the projection), the
method 1400 can be performed to identify a new location of
the surface. In this manner, computer vision may be used to
realign projection of the virtual input device onto the surface
as the surface moves.

[0112] Atblock 1414, the method 1400 includes determin-
ing that the virtual input device is in use when the processor
determines that images of the virtual input device have a
brightness above a predetermined threshold. For example,
initially, when the projection is providing in an area (and not
specifically onto a surface or onto a surface at a distance),
light reflected to the camera and captured in images will have
a certain brightness level. Once the projection is provided
onto a surface that is closer to the camera, light reflected to the
camera and captured in images will have a higher brightness
level. Once the images have a brightness level above a pre-
determined threshold, the processor may determine that the
virtual input device is in use. The images may have a bright-
ness level above the predetermined threshold when the virtual
image device is projected onto a surface that is at a distance
lower than a predetermined threshold from the projector.
Thus, when the projector provides the virtual input device
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onto a surface close to the user, the processor may determine
that the virtual input device is in use. In one example, when
the processor determines that the virtual input device is not in
use (e.g., based on brightness levels received), the processor
may shut-off the projector, camera, or other components of
the system. Brightness levels below the threshold may be
received if the virtual input device is not projected onto a
surface that is at a distance lower than the distance threshold
(e.g., the user’s hand is not present at an area to operate as a
display hand).

[0113] Examples of the predetermined thresholds
described above may be specified in brightness levels with
respect to other pixels in an image. For example, a threshold
(e.g., used to determine that the brightness level is above a
predetermined threshold), when exceeded, may indicate a
presence of a surface upon which the virtual input device is
projected (e.g., presence of a hand). When a hand passes
through a projected pattern (e.g., generated by a laser pattern
generator), pixels corresponding to laser spots may saturate
(e.g., pixel values of 255, 255, 255 for red/green/blue even
though laser spots tend to be red; whereas a remainder of
pixels in an image may average about 128, 128, 128). Thus,
when pixel values of an area of the image are above an
average value of pixel values, or an average value of pixel
values of the image, the first threshold may be satisfied.
[0114] When the hand is not intercepting a laser pattern,
and the pattern is instead projected on the floor for example,
the red/green/blue values of the laser spots tend toward aver-
age red/green/blue values of the pixels in a camera image. In
the instance in which the surface is a hand, skin reflects alaser
pattern relatively well (in some sense, skin resembles a Lam-
bertian surface, where incoming light is reflected evenly in all
directions). However, other surfaces, such as floors, tend to be
darker (e.g., office carpet) or specular and offer other angles
to reflect the light (e.g., polished tile floors). In addition,
surfaces other than a user’s hand may be more distant from
the camera, and thus, light in the pattern may not reflect as
well. Thus, when the hand is not intercepting the laser pattern,
pixels corresponding to spots in a projected pattern for these
more distant surfaces may tend more toward the average
red/green/blue value in the image.

[0115] Alternatively, there are other manners in which the
processor may determine that the virtual input device is in
use. For example, a projected pattern can be aimed so that the
projected pattern is viewable by the camera when the pattern
is projected on near surfaces but not when the projected
pattern is projected on surfaces farther away. Specifically,
referring to FIG. 3A for reference, the projector 210 may be
mounted on a right side arm of eyeglasses, and may be posi-
tioned so that it is configured to project toward (e.g., provide
a projection) or onto a user’s left hand. The camera 208 may
be mounted on the left side arm of the eyeglasses and may be
positioned so that it is configured to be aimed toward the
user’s right hand. Since a field of view of the camera 208 may
be limited (e.g., 60 degrees) and the projected pattern may
have a limited visual arc (e.g., 10 degrees), the camera 208
may not see the pattern unless there is a surface for the
projected image relatively near the camera 208 (i.e., the user’s
left hand in FIG. 3A or a piece of paper held in the left hand).
A surface too far away may result in an image too far to the
right relative to images that may be seen by the camera 208.
[0116] Using the example shown in FIG. 3A, center rays of
the camera 208 and the projector 210 may be aimed to cross
each other in front of the user. Thus, an area of overlap of the
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rays may occur at about an arm’s length of the user. Using this
method, either hand (or object) may be used for an interface,
and may be positioned proximately centered in front of the
user’s body. Any object not in this area of overlap may not be
seen by the camera 208 or may not have a pattern projected
onto the object. A configuration of the camera 208 and the
projector 210 as in this example helps avoid falsely interpret-
ing objects or system functions.

[0117] In other examples, the projector 210 may be
mounted on a left side arm of eyeglasses, and may be posi-
tioned so that it is configured to project toward (e.g., provide
a projection) or onto a user’s right hand, and the camera 208
may be mounted on the right side arm of the eyeglasses and
may be positioned so that it is configured to be aimed toward
the user’s left hand. Still further, each of the camera 208 and
the projector 210 may be mounted on the same side arm of the
eyeglasses and may be configured to have rays aimed to cross
each other at an area in front of the user.

[0118] In still other examples, the projector 210 may be
mounted on a left (or right) side arm of the eyeglasses and
may be configured to project toward (e.g., provide a projec-
tion) or onto a user’s right hand, and the camera 208 may be
mounted on a right (or left) side arm of the eyeglasses oppo-
site the projector 210 and may be configured to be aimed
toward the user’s right hand. In this example, the camera 208
may be configured to have rays aimed to cross the projection
atan area in front of the user (e.g., depending on a location of
the user’s hand).

[0119] As still another example, a pattern may be projected
that subtends a high visual angle (e.g., field of view) com-
pared to a field of view of a camera. A hand or object near the
projector may enable the projector to provide the projected
pattern image onto the hand. An object too far away may
cause the image to spread too much for the camera to capture
an entirety of the image, for example.

[0120] Inoneexample, when the processor determines that
the virtual input device is not in use, the processor may
instruct the projector and/or camera to change directions of
projection and image capture so as to locate a surface. To do
s0, a field of the projection may be increased or a direction of
the projection may be modified until images having a prede-
termined threshold of resolution/brightness of the projection
on a surface are received. Areas where the projection is dis-
turbed may be determined to be locations of surfaces, and any
one surface may be selected as a projection surface onto
which the laser pattern can be projected.

[0121] The system may present identified surfaces to auser
for selection of a surface for use.

[0122] FIG. 15 illustrates an example operation of a sys-
tem. In one instance, the system in FIG. 15 may be operated
according to the method 1400 of FIG. 14. For example, ini-
tially, the system may provide a wide and broad projection
1500 so as to locate a surface onto which a virtual input device
can be projected. In this example, images of a surface 1502
will have brightness levels higher than images of other areas
within the projection 1500 due to a distance of the surface
1502 from the system (e.g., which is shown in the form of
wearable glasses on a user). The system may identify or
estimate a location of the surface 1502 and instruct the pro-
jector to provide a narrow or focused projection 1504 onto the
surface 1502. The narrowed projection 1504 may provide
more details or higher resolution graphics than the initial
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projection 1500. For example, the narrowed projection 1504
may provide a virtual input device 1506 in the form of a
numeric keypad.

[0123] As another example, the system in FIG. 15 may
provide a projection 1508 onto a surface 1510 at a distance
from the user. The surface 1510 may be a wall or another
surface at a larger distance from the user than the user’s hand.
In this manner, with a larger surface area, the projection 1508
can be provided onto a surface that is a larger distance from
the user, and a same or similar level of resolution can be
obtained. To make selections or movements of a cursor on a
virtual input device provided by the projection 1508, the user
may make head movements so as to cause the projection to be
distorted on the surface 1510. The camera may capture
images of the virtual input device in both the distorted and
undistorted configurations, and can make comparisons so as
to determine an appropriate selection or movement of a cur-
sor. In an example where the virtual input device is a 3x3 set
of buttons, a head movement to the right will distort the
projection such that a lefimost row of the set of buttons is a
brighter projection on the surface 1510 than the other two
rows, and thus, the projector may be configured to move the
cursor to the left. Similar head movements up/down and
left/right can cause movement of the cursor in any direction,
with a default position of the cursor being in any position
(e.g., a center position). To make selections of an object in the
virtual input device, the system may include sensors to detect
other movements of the user, such as an eye blink (e.g., using
acamera), a head nod (using an accelerometer), or a selection
may be made using a hand to point to a selection (in which the
selection can be captured with the camera).

[0124] FIG. 16 is a functional block diagram illustrating an
example computing device 1600 used in a computing system
that is arranged in accordance with at least some embodi-
ments described herein. The computing device may be a
personal computer, mobile device, cellular phone, video
game system, or global positioning system, for example, and
may be implemented as a device, a transmitter, or a portion of
a display device or transmitter as described in FIGS. 1-2. In a
basic configuration 1602, computing device 1600 may
include one or more processors 1610 and system memory
1620. A memory bus 1630 can be used for communicating
between the processor 1610 and the system memory 1620.
Depending on the desired configuration, processor 1610 can
be of any type including but not limited to a microprocessor
(uP), a microcontroller (uC), a digital signal processor (DSP),
or any combination thereof. A memory controller 1615 can
also be used with the processor 1610, or in some implemen-
tations, the memory controller 1615 can be an internal part of
the processor 1610.

[0125] Depending on the desired configuration, the system
memory 1620 can be of any type including but not limited to
volatile memory (such as RAM), non-volatile memory (such
as ROM, flash memory, etc.) or any combination thereof.
System memory 1620 may include one or more applications
1622, and program data 1624. Application 1622 may include
a virtual input device algorithm 1623 that is arranged to
provide inputs to the electronic circuits, in accordance with
the present disclosure, and may include instructions that can
be executed by the processor 1610 to perform any methods
described herein. Program Data 1624 may include content
information 1625 that could be directed to any number of
types of data, such as image data for example. In some
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example embodiments, application 1622 can be arranged to
operate with program data 1624 on an operating system.
[0126] Computing device 1600 can have additional fea-
tures or functionality, and additional interfaces to facilitate
communications between the basic configuration 1602 and
any devices and interfaces. For example, data storage devices
1640 can be provided including removable storage devices
1642, non-removable storage devices 1644, or a combination
thereof. Examples of removable storage and non-removable
storage devices include magnetic disk devices such as flexible
disk drives and hard-disk drives (HDD), optical disk drives
such as compact disk (CD) drives or digital versatile disk
(DVD) drives, solid state drives (SSD), and tape drives to
name a few. Computer storage media can include volatile and
nonvolatile, non-transitory, removable and non-removable
media implemented in any method or technology for storage
of information, such as computer readable instructions, data
structures, program modules, or other data.

[0127] System memory 1620 and storage devices 1640 are
examples of computer storage media. Computer storage
media includes, but is not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CD-ROM, digital
versatile disks (DVD) or other optical storage, magnetic cas-
settes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
computing device 1600. Any such computer storage media
can be part of device 1600.

[0128] Computing device 1600 can also include output
interfaces 1650 that may include a graphics processing unit
1652, which can be configured to communicate to various
external devices such as display devices 1660 or speakers via
one or more A/V ports or a communication interface 1670.
The communication interface 1670 may include a network
controller 1672, which can be arranged to facilitate commu-
nications with one or more other computing devices 1680
over a network communication via one or more communica-
tion ports 1674. The communication connection is one
example of a communication media. Communication media
may be embodied by computer readable instructions, data
structures, program modules, or other data in a modulated
data signal, such as a carrier wave or other transport mecha-
nism, and includes any information delivery media. A modu-
lated data signal can be a signal that has one or more of its
characteristics set or changed in such a manner as to encode
information in the signal. By way of example, and not limi-
tation, communication media can include wired media such
as a wired network or direct-wired connection, and wireless
media such as acoustic, radio frequency (RF), infrared (IR)
and other wireless media.

[0129] Computing device 1600 can be implemented as a
portion of a small-form factor portable (or mobile) electronic
device such as a cell phone, a personal data assistant (PDA),
apersonal media player device, a wireless web-watch device,
apersonal headset device, an application specific device, or a
hybrid device that include any of the above functions. Com-
puting device 1600 can also be implemented as a personal
computer including both laptop computer and non-laptop
computer configurations.

[0130] In some embodiments, the disclosed methods may
be implemented in the form of computer-readable instruc-
tions encoded on a tangible computer-readable media within
an article of manufacture or on other non-transitory media or
articles of manufacture. The instructions may be in a
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machine-readable format, for example. FIG. 17 is a schematic
illustrating a conceptual partial view of an example computer
program product 1700 that includes a computer program for
executing a computer process on a computing device,
arranged according to at least some embodiments presented
herein. In one embodiment, the example computer program
product 1700 is provided using a signal bearing medium
1701. The signal bearing medium 1701 may include one or
more programming instructions 1702 that, when executed by
one or more processors may provide functionality or portions
of the functionality described above with respect to FIGS.
1-16. Thus, for example, referring to the embodiments shown
in FIGS. 6 and 12-14, one or more features of blocks 602-612,
1202-1208, 1302-1308, and/or blocks 1402-1414 may be
undertaken by one or more instructions associated with the
signal bearing medium 1701.

[0131] Insome examples, the signal bearing medium 1701
may encompass a computer-readable medium 1703, such as,
but not limited to, a hard disk drive, a Compact Disc (CD), a
Digital Video Disk (DVD), a digital tape, memory, etc. In
some implementations, the signal bearing medium 1701 may
encompass a computer recordable medium 1704, such as, but
not limited to, memory, read/write (R/W) CDs, R/W DVDs,
etc. In some implementations, the signal bearing medium
1701 may encompass a communications medium 1705, such
as, but not limited to, a digital and/or an analog communica-
tion medium (e.g., a fiber optic cable, a waveguide, a wired
communications link, a wireless communication link, etc.).
Thus, for example, the signal bearing medium 1701 may be
conveyed by a wireless form of the communications medium
1705 (e.g., a wireless communications medium conforming
with the IEEE 802.11 standard or other transmission proto-
col).

[0132] The one or more programming instructions 1702
may be, for example, computer executable and/or logic
implemented instructions. In some examples, a computing
device such as the computing device 1600 of FIG. 16 may be
configured to provide various operations, functions, or
actions in response to the programming instructions 1702
conveyed to the computing device 1600 by one or more of the
computer readable medium 1703, the computer recordable
medium 1704, and/or the communications medium 1705.
Example programming instructions 1702 are illustrated in
FIG. 17 to include portions of methods shown in FIGS. 6 and
12-14; however, the programming instructions 1702 may take
other forms and may include instructions to perform any of
the methods described herein (or portions of any of the meth-
ods described herein).

[0133] In still further examples, any type of devices or
components of devices described herein may be used or con-
figured as means for performing functions of any of the meth-
ods described herein (or any portions of the methods
described herein).

[0134] Itshould be understood that arrangements described
herein are for purposes of example only. As such, those
skilled in the art will appreciate that other arrangements and
other elements (e.g. machines, interfaces, functions, orders,
and groupings of functions, etc.) can be used instead, and
some elements may be omitted altogether according to the
desired results. Further, many of the elements that are
described are functional entities that may be implemented as
discrete or distributed components or in conjunction with
other components, in any suitable combination and location.
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[0135] While various aspects and embodiments have been
disclosed herein, other aspects and embodiments will be
apparent to those skilled in the art. The various aspects and
embodiments disclosed herein are for purposes of illustration
and are not intended to be limiting, with the true scope being
indicated by the following claims, along with the full scope of
equivalents to which such claims are entitled. It is also to be
understood that the terminology used herein is for the purpose
of describing particular embodiments only, and is not
intended to be limiting.

What is claimed is:

1. A method comprising:

providing an input device onto a surface, the input device

comprising a pattern of objects;

receiving an image of the input device;

determining an approximate location of the surface based

ona brightness level of the input device within the image
of the input device; and

modifying a projection of the input device based on the

approximate location of the surface.

2. The method of claim 1, further comprising determining
an area of the surface, wherein modifying the projection of
the input device is further based on the area of the surface.

3. The method of claim 1, further comprising determining
a selection of an object of the pattern of objects based at least
in part on movement of the surface.

4. The method of claim 1, further comprising:

receiving a reference background image including the

input device;
receiving a given image of the input device depicting a
selection of an object of the pattern of objects; and

determining the selection of the object based on a compari-
son of the given image to the reference background
image.

5. The method of claim 1, further comprising determining
that the input device is in use based on a comparison of the
brightness level of the input device within the image of the
input device to a predetermined brightness threshold.

6. The method of claim 1, further comprising adjusting,
based on the approximate location of the surface, a direction
of the projection of the input device so as to substantially
provide the input device onto the surface while the surface is
in motion.

7. A non-transitory computer readable medium having
stored thereon instructions executable by a computing device
to cause the computing device to perform functions compris-
ing:

providing a projected input device onto a surface, the pro-

jected input device comprising a pattern of objects;
receiving an image of the projected input device;
determining an approximate location of the surface based
on a brightness level of the projected input device within
the image of the projected input device; and

modifying the brightness level of the projected input

device based on the approximate location of the surface.

8. The non-transitory computer readable medium of claim
7, wherein the pattern of objects includes a selector, and
wherein the instructions are further executable by the com-
puting device to cause the computing device to perform func-
tions comprising determining a rotation of the surface as a
horizontal movement of the selector.

9. The non-transitory computer readable medium of claim
7, wherein the pattern of objects includes a selector, and
wherein the instructions are further executable by the com-
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puting device to cause the computing device to perform func-
tions comprising determining a tilt of the surface as a vertical
movement of the selector.

10. A system comprising:

a projector; and

a computing device in communication with the projector,
the computing device is configured to:

cause the projector to provide a projected input device onto
a surface, the projected input device comprising a pat-
tern of objects;

receive a reference background image including the pro-
jected input device;

receive an image of the projected input device depicting a
selection of an object of the pattern of objects;

determine the selection of the object based on a compari-
son of the image to the reference background image; and

modify a brightness level of the projected input device
based on one or more of the image and the reference
background image.

11. The system of claim 10, wherein the computing device
is further configured to cause the projector to change a direc-
tion of projection of the projected input device so as to sub-
stantially provide the projected input device onto the surface
while the surface is in motion.

12. The system of claim 10, wherein the projector is con-
figured to provide the projected input device onto a hand of a
user.

13. The system of claim 12, wherein the pattern of objects
includes a selector, and wherein the computing device is
further configured to determine a hand gesture as a user
selection of an object indicated by the selector.

14. The system of claim 13, wherein the hand gesture is
making a fist.

15. The system of claim 10, further comprising:

a camera coupled to the computing device and configured
to capture one or more images of the projected input
device; and

a sensor coupled to the computing device, wherein the
computing device is further configured to receive one or
more outputs from the sensor and to determine move-
ment of the system based on the one or more outputs, and
wherein the camera is configured to begin to capture the
one or more images of the projected input device when
the one or more outputs indicate that the system is sub-
stantially stationary.

16. The system of claim 15, further comprising a head
mounted device, wherein the projector and the camera are
coupled to the head mounted device.

17. The system of claim 10, wherein the computing device
is further configured to:

generate a display of an input device on a display device
coupled to the computing device; and

receive a request to project the displayed input device onto
the surface, wherein the computing device is configured
to cause the projector to provide the projected input
device onto the surface based on the request.

18. The system of claim 10, wherein the computing device
is further configured to determine an area of the surface,
wherein the computing device is configured to cause the
projector to provide the projected input device onto the sur-
face based on the area of the surface.

19. The system of claim 10, wherein the computing device
is configured to determine an approximate location of the
surface based on the reference background image, wherein
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13
the computing device is configured to modify the brightness input device such that the projected input device has a given
level of the projected input device based on the approximate coverage area on the surface, wherein the given coverage area
location of the surface. is based on the approximate location of the surface.

20. The system of claim 19, wherein the computing device
is configured to cause the projector to provide the projected * ok k& ok



