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IMMERSIVE STORYTELLING 
ENVIRONMENT 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] This application claims bene?t of US. provisional 
patent application Ser. No. 61/703,228, ?led Sep. 19, 2012, 
Which is hereby incorporated by reference in its entirety. 

BACKGROUND 

[0002] 1. Field of the Invention 
[0003] The present invention generally relates to a home 
entertainment, and more speci?cally to techniques for pro 
viding an immersive storytelling environment using storytell 
ing devices. 
[0004] 2. Description of the Related Art 
[0005] Computer graphics technology has come a long Way 
since video games Were ?rst developed. Relatively inexpen 
sive 3D graphics engines noW provide nearly photo-realistic 
interactive game play on hand-held video game, home video 
game and personal computer hardWare platforms costing 
only a feW hundred dollars. These video game systems typi 
cally include a hand-held controller, game controller, or, in 
the case of a hand-held video game platform, an integrated 
controller. A user or player uses the controller to send com 
mands or other instructions to the video game system to 
control a video game or other simulation being played. For 
example, the controller may be provided With a manipulator 
(e. g., a joystick) and buttons operated by the user. 
[0006] While video games may alloW the user to interact 
directly With the video game system, such interactions pri 
marily in?uence the graphical depiction shoWn on the video 
game device (or on a connected display), and rarely in?uence 
any other objects outside of the virtual World. That is, a user 
may specify an input to the video game system, indicating 
that the user’s avatar should perform a jump action, and in 
response the video game system could display the user’s 
avatar jumping. HoWever, such interactions are typically lim 
ited to the virtual World, and any interactions outside the 
virtual World are limited (e.g., a hand-held gaming device 
could vibrate When certain actions occur). 
[0007] Additionally, many hand-held gaming devices 
include some form of camera device Which may be used to 
capture an image or a series of images of a physical, real 
World scene. The captured images can then be displayed, for 
instance, on a display of the hand-held gaming device. Cer 
tain devices may be con?gured to insert virtual objects into 
the captured images before the images are displayed. Addi 
tionally, other devices or applications may enable users to 
draW or paint particular Within a captured image of a physical 
scene. HoWever, as such alterations apply only to a single 
image of the physical scene, subsequent captured images of 
the physical scene from different perspectives may not incor 
porate the user’s alterations. 

SUMMARY 

[0008] One embodiment provides a system that includes a 
plurality of storytelling devices. Each of the storytelling 
devices is con?gured to produce an effect based on a current 
context of a story in response to a stimulus event. Here, the 
effect is at least one of an auditory and a visual effect. More 
over, the stimulus event for at least one of the plurality of 
storytelling devices comprises a user action in a physical 
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environment in Which the plurality of storytelling devices are 
located. The system also includes a controller device con?g 
ured to manage a playback of the story, by adjusting the 
stimulus event and the effect of each of the plurality of sto 
rytelling devices, based on the current context of the story. 
[0009] Additional embodiments provide a method and 
computer-readable medium that include providing a plurality 
of storytelling devices, each con?gured to produce an effect 
based on a current context of a story in response to a stimulus 
event, Wherein the effect is at least one of an auditory and a 
visual effect, and Wherein the stimulus event for at least one of 
the plurality of storytelling devices comprises a user action in 
a physical environment in Which the plurality of storytelling 
devices are located. The method and computer-readable 
medium also include managing a playback of the story, by 
adjusting the stimulus event and the effect of each of the 
plurality of storytelling devices, based on the current context 
of the story. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0010] So that the manner in Which the above recited 
aspects are attained and can be understood in detail, a more 
particular description of embodiments of the invention, 
brie?y summariZed above, may be had by reference to the 
appended draWings. 
[0011] It is to be noted, hoWever, that the appended draW 
ings illustrate only typical embodiments of this invention and 
are therefore not to be considered limiting of its scope, for the 
invention may admit to other equally effective embodiments. 
[0012] FIG. 1 is a block diagram illustrating a storytelling 
environment including a plurality of storytelling devices, 
according to one embodiment described herein. 
[0013] FIG. 2 is a use case illustrating a plurality of story 
telling devices interacting With each other to playback a story, 
according to one embodiment described herein. 
[0014] FIG. 3 is a ?oW diagram illustrating an interaction 
betWeen storytelling devices and a controller device, accord 
ing to one embodiment described herein. 
[0015] FIG. 4 is a ?oW diagram illustrating determining a 
plurality of storytelling devices, according to one embodi 
ment described herein. 
[0016] FIG. 5 is a ?oW diagram illustrating mapping a story 
onto a plurality of storytelling devices, according to one 
embodiment described herein. 
[0017] FIG. 6 is a block diagram illustrating a storytelling 
device, according to one embodiment described herein. 
[0018] FIG. 7 is a block diagram illustrating a controller 
device, according to one embodiment described herein. 
[0019] FIG. 8 is a block diagram illustrating an augmented 
reality device, according to one embodiment described 
herein. 

DETAILED DESCRIPTION 

[0020] Generally, embodiments provide techniques for cre 
ating an immersive storytelling environment using one or 
more storytelling devices. More speci?cally, embodiments 
may use various storytelling devices, each capable of produc 
ing some auditory and/or visual effect, to create an immersive 
and interactive storytelling experience for a user. An example 
of this can be seen in FIG. 1, Which is a block diagram 
illustrating a storytelling environment including a plurality of 
storytelling devices. The system 100 includes a plurality of 
storytelling devices 1101_N and a controller 120, intercon 
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nected via a network 130. Here, each of the storytelling 
devices 1101_N generally represent any device that is capable 
of making a contribution to a storytelling experience, respon 
sive to some form of stimulus and a current context of a story. 
For instance, the controller device 120 could con?gure each 
of the storytelling devices 1101_NWith stimulus and response 
information, based on a current context of a story. As an 
example, the controller device 120 could con?gure a particu 
lar storytelling device to take a certain audiovisual action 
responsive to a certain stimulus event (e. g., a user performing 
a particular action), and to perform another audiovisual action 
responsive to another stimulus event (e.g., the user not per 
forming the particular action Within a prede?ned WindoW of 
time). 
[0021] When a user indicates that he Wishes to begin the 
immersive storytelling experience for a particular story, the 
controller device 120 could detect all the storytelling devices 
1101_N available in the user’s physical environment (e.g., in 
the room of the user’s house Where the user is currently 
standing). Additionally, the controller device 120 could deter 
mine Which of the available storytelling devices 110 LN are 
compatible With the particular story. Once the compatible 
storytelling devices 1101_N are identi?ed, the controller 
device 120 could initiate the immersive storytelling experi 
ence for the user, using the identi?ed storytelling devices 
110 LN. 

[0022] As mentioned above, the controller device 120 
could con?gure each of the storytelling devices 1101_N to 
perform certain actions in response to a detected stimulus 
event and a current context of the story being told. Here, the 
story may include a number of different contexts in a tempo 
ral order, and the playback of the story may advance from one 
context to the next until the last context is reached and the 
storytelling experience is complete. HoWever, While the story 
may be linear in progression, this is not necessarily the case. 
For example, one embodiment provides a story having one or 
more branches, Where the story can proceed doWn one of a 
plurality of different arcs. For instance, one of the arcs could 
be selected based on a selection algorithm (e.g., randomly 
selecting one of the arcs), a user’s request (e.g., the user 
specifying Which arc shouldbe taken), the user’ s actions (e.g., 
the user manages to “rescue” one of the ?ctional characters in 
the story), the user’ s history of actions (e. g., Whether the user 
is trending toWards the “dark side” in a Star Wars® storyline), 
and so on. Moreover, the story may be modi?ed dynamically 
during playback based on various actions, such as one of the 
storytelling devices becoming unavailable (e.g., losing 
poWer, leaving the physical environment, etc.) or a neW sto 
rytelling device being introduced to the environment (e.g., the 
user’s friend comes over to play, bringing one or more neW 

storytelling devices With him). 
[0023] For example, a storytelling device could be in the 
shape of a magic lamp, and the stimulus event could be a user 
action Within a physical environment in Which the storytelling 
device is located (e.g., a user rubbing a surface of the magic 
lamp device). As another example, the stimulus event could 
be an action performed by another one of the storytelling 
devices. To perform the action(s) responsive to the detected 
stimulus event, the magic lamp device could be con?gured to 
project (i.e., using one or more projectors Within the lamp or 
otherWise present Within the physical environment) a depic 
tion of a genie above the lamp. For instance, the depiction 
could be a virtual or real image projection that creates the 
appearance (or illusion) of a real or holographic image exist 
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ing in and interacting With the physical World. Additionally, 
the magic lamp device could include an auditory device(s) 
(e.g., a speaker, resonant cavities, etc.) capable of playing 
sounds. For instance, the magic lamp device could use the 
auditory device(s) to play sounds synchroniZed With the pro 
jection of the genie depicting the genie’s voice. 
[0024] As part of the storytelling experience, the storytell 
ing devices 110 LN may appear to interact With one another 
and the user, using various input/output components. Con 
tinuing the above example of a magic lamp device, the device 
could be con?gured With a vibration mechanism (e.g., a gear 
coupled to an off-center Weight), such that the magic lamp 
could appear to shake While the genie is “locked” inside the 
lamp. The lamp could also include a touch-sensitive surface 
that could be used to detect When the user rubs on the lamp. As 
an example, the lamp could appear to shake and rattle on the 
table, and could play sound effects depicting the genie asking 
the user to “Let me out of here!” The lamp could then detect 
When the user rubs on the side of the lamp With the user’ s hand 
(i.e., an occurrence of a stimulus event) and, in response, 
could project the holographic depiction of the genie above the 
lamp. The holographic genie projection could then thank the 
user for freeing him from the lamp (i.e., an action performed 
responsive to the occurrence of the stimulus event), and the 
story could continue. 
[0025] Throughout the storytelling experience, portions of 
the story may require some action by the user before the story 
Will continue. As an example, the storytelling device could 
require that the user ?nd a particular object (e.g., a magic 
talisman) before the story can continue. Such an object could 
be, for instance, a physical object that Was previously hidden 
in the physical environment (e.g., by the user’s parent or 
guardian) or could be a virtual object seen With an augmented 
reality device. The storytelling device (or a controller device) 
could determine the hidden object’s real-World position 
Within the physical environment, for example, by receiving 
global positioning system (GPS) corresponding to the hidden 
object (e.g., determined by and received directly from the 
hidden object itself, received from a controller device, etc.) 
and by determining GPS coordinates associated With the sto 
rytelling device. The storytelling device (or a controller 
device) could then use the tWo sets of GPS coordinates to 
determine the hidden object’s position relative to the story 
telling device. The storytelling device (or a controller device) 
could further determine the user’s position relative to the 
storytelling device (e.g., using GPS coordinates associated 
With the user, based on images captured using one or more 
cameras of the storytelling device, etc.), and from these tWo 
relative positions, could determine the hidden obj ect’s posi 
tion relative to the user. As the user gets closer to the object, 
the storytelling device (or a controller device) could monitor 
the user’s position and provide guidance to help the user ?nd 
the object. For instance, as the user gets closer to the object, 
the storytelling device could inform the user that the user is 
getting “hotter”, and as the user gets further from the object, 
the storytelling device could inform the user that he is getting 
“colder.” 

[0026] In one embodiment, the user may be given a choice 
betWeen multiple different actions, and the action the user 
chooses may in?uence the outcome of the story. That is, 
depending on Which action the user chooses, the controller 
device 120 could con?gure the storytelling devices 1101_N 
differently, based on a corresponding storyline arc of the 
story. In such an example, When advancing from one context 
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of the story to the next, the controller device 120 could select 
one of a plurality of next contexts to advance to, based on the 
stimulus event detected. For instance, once the user ?nds the 
magic talisman, the genie could inform the user that the poWer 
of the talisman may be used to stop an evil plan of the story’ s 
antagonist, or that the talisman could be destroyed in order to 
stop the antagonist’s plot. The user may then inform the genie 
(e. g., With a verbal statement detected With one or more 
microphones) of the user’s choice, and the controller 120 
could advance the story a next context corresponding to the 
user’s choice and could con?gure the storytelling devices 
1101_N accordingly, alloWing the remainder of the story to 
play out differently depending on the path chosen by the user. 
[0027] Generally, the storytelling devices 1101_N can inter 
act visually With the user as part of the storytelling experi 
ence. For instance, using the example above of a magic lamp 
storytelling device, storytelling device could track the user’s 
position (e.g., using one or more boresighted cameras Within 
the deviceii.e., a camera con?gured to vieW the area that a 
projector is con?gured to project onto) and could project the 
depiction of the genie (e. g., using image projection tech 
niques creating the appearance of real or holographic images 
Within the real World) such that the genie appears to folloW the 
user around the room as the user searches for the magic 
talisman. The storytelling device could also use the user’s 
position to cause the projected genie to face the user When 
speaking to the user, helping to enhance the realism of the 
storytelling experience. The genie could be rendered as exas 
perated or frustrated When the user gets further aWay from the 
hidden talisman, and could be rendered as encouraging or 
cheering the user on as the user gets closer to the talisman. 

[0028] In one embodiment, one of the storytelling devices 
1101_N is con?gured With an audio device(s) capable of local 
iZed sound (i.e., sound that appears to emit from the storytell 
ing device), non-localiZed sound (i.e., sound Where it is dif 
?cult to determine the input direction), or both. Generally 
speaking, localiZed sound may come from speakers produc 
ing mid- and high-range frequencies, While non-localiZed 
sound may come from speakers producing loW-range fre 
quencies. More generally, it is broadly contemplated that any 
techniques, knoWn or unknoWn, for producing localiZed 
sound and/or non-localiZed sound may be used consistent 
With the present disclosure. 
[0029] Embodiments may use localiZed sound and non 
localiZed sound (e. g., sounds of different frequencies) to cre 
ate particular effects in the immersive storytelling environ 
ment. For instance, While the genie is “locked” in the lamp, 
the lamp device could project sound depicting the genie’s 
voice using localiZed sound, so that the genie’s voice appears 
to be coming from the lamp. On the other hand, When the user 
is invoking the poWer of the magic talisman, the lamp could 
project sound effects for the talisman using non-localiZed 
sound, so that the sound effects appear to be coming from all 
around the user. Advantageously, by altering the perceived 
location of the sound source, embodiments may create a more 
immersive and enhanced storytelling experience. 
[0030] The storytelling device couldthen use the image and 
voice/ sound recognition features to provide personaliZed, 
context-aWare storytelling. Additionally, such recognition 
features can greatly simplify the user’s task of setting up and 
maintaining the storytelling system. Such setup automation 
could be used to effectively render the setup of a complex, 
multi-element storytelling environment fun and simple for 
the user. For example, image recognition technology could be 
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used in conjunction With geolocation systems to automati 
cally tell the storytelling device to tailor the story content to a 
child’s bedroom (e. g., versus the family room), obviating the 
need for a user to manually tell the storytelling device Where 
it is located and What other storytelling devices are in the 
immediate environment. 

[0031] Additionally, as discussed above, the storytelling 
devices 110l_N may interact With one another in creating the 
immersive storytelling experience. For instance, the storytell 
ing device 110 1 could be a mechaniZed stuffed animal (e.g., a 
monkey) capable of performing gestures and other move 
ments (as Well as auditory expressions) in response to par 
ticular stimuli. For instance, the mechanized monkey stuffed 
animal 110 1 could be capable of Walking around using its legs 
(and potentially its arms as Well), and could be capable of 
moving its arms, legs, head and torso in various Ways, giving 
the appearance of various gestures and facial expressions. In 
the present example, the mechaniZed monkey device 1101 
could track the user’s movement around the physical envi 
ronment (e.g., using one or more cameras) and could folloW 
the user around the room as the user searches for the magic 
talisman. In doing so, the device 1101 and/or the controller 
device 120 could track the device’s 110l position as Well as 
the position of the magic talisman device. The monkey 
stuffed animal 1101 could also be con?gured to perform 
actions responsive to detecting an occurrence of a stimulus 
event, in order to give hints to the user (e.g., upon detecting 
that the user has been searching for the hidden object for 
longer than a threshold amount of time). For instance, if after 
20 seconds the user has not found the hidden talisman, the 
monkey stuffed animal 1101 could begin jumping up and 
doWn, pointing in the direction of the hidden talisman, and 
making noises to attract the attention of the user. 

[0032] Generally, it is broadly contemplated that a story 
telling device may react differently to a given stimulus event, 
based on a current context of the story, and the controller 120 
may con?gure the storytelling devices 1101_N to recogniZe 
different stimulus events and to perform different actions in 
response, as the story plays out. For instance, in the above 
example, the monkey stuffed animal device could be con?g 
ured to react in fear of the genie When the genie ?rst appears 
(i.e., a ?rst stimulus event at a ?rst context Within the story). 
HoWever, at a later point in the story Where the genie comes to 
the user’s aid, the monkey device could be con?gured to react 
gratefully (i.e., a second stimulus event at a second context 
Within the story). As another example, the magic lamp story 
telling device (e. g., the storytelling device 1102) could be 
con?gured to react in a particular Way When the user ?rst rubs 
the lamp (e. g., by displaying a holographic image of the genie 
appearing above the lamp), but could react in a different Way 
(or not at all) in a different part of the story. Advantageously, 
doing so alloWs the storytelling devices to react in a realistic 
and expected fashion, depending on a current context of the 
story. 
[0033] The controller 120 generally contains logic for man 
aging the storytelling experience. This may include, for 
instance, managing the actions of the various storytelling 
devices 1101_N and coordinating hoW the storytelling devices 
1101_N interact With one another and With the user based on 
the current context of the story. For instance, the controller 
120 could transmit, to each of the storytelling devices 110l_N, 
data de?ning the actions and corresponding stimuli that the 
respective device should use as part of the storytelling expe 
rience. For instance, such data may specify, Without limita 
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tion, one or more frames to project, Where to project such 
frames, auditory sounds to play, a frequency at Which to play 
the sounds (e.g., localized versus non-localiZed sound), and a 
movement action (e. g., Walking, gesturing, vibrating, etc.). In 
such an embodiment, each storytelling devices 1101_N could 
only contain data relating to its oWn individual actions, rather 
than the entirety of the story and the actions and stimuli 
involved in the story. The devices 110 LN could then perform 
the speci?ed actions in response to detecting the correspond 
ing stimuli, thereby creating the immersive storytelling envi 
ronment. 

[0034] Generally, a variety of different stimuli (also 
referred to herein as stimulus events) may be used in accor 
dance With embodiments described herein. For instance, one 
stimuli could be a visual stimuli detected using one or more 
cameras Within a storytelling device 110. As an example, the 
storytelling device 110 could monitor a user’s position as the 
user Walks around the room by capturing different images of 
the room using several different cameras positioned at differ 
ent angles. The storytelling device 110 could then make con 
textually-appropriate comments to the user, based on the 
user’s determined position. For instance, as the user gets 
further aWay from a hidden object that the storytelling device 
110 knoWs the location of (e.g., based on a comparison 
betWeen a GPS coordinates received from the hidden object 
and GPS coordinates determined for the storytelling device 
110), the storytelling device 110 could comment (e.g., by 
emitting sound from one or more speakers) that the user is 
getting “colder” in his search for the hidden object. 
[0035] Another example of a stimulus is an action taken by 
another one of the storytelling devices 110. For instance, 
When the user rubs the magic lamp device and the projection 
of the genie appears, the monkey stuffed animal device could 
emit a frightened noise (e.g., “Eek! ”) and could cover its eyes 
With its hands. The occurrence of the action by the other 
storytelling device 110 could be conveyed in a number of 
Ways. For instance, the monkey device could detect that the 
genie projection has appeared, by analyZing images captured 
using one or more cameras. 

[0036] As another example, the magic lamp device could 
be con?gured to transmit a signal to the monkey device, 
indicating that the genie projection action has been per 
formed. The monkey device could then react to the genie’s 
appearance, based on the received signal.As discussed above, 
the action performed responsive to the detected stimulus 
event may depend on a current context of the story being told. 
That is, While the monkey device may react in fright When the 
genie ?rst appears (i.e., a ?rst context Within the story), the 
monkey device may react in relief later in the story When the 
genie comes to the user’s aid against the antagonist of the 
story (i.e., a second context Within the story). 
[0037] In a particular embodiment, rather than transmitting 
a signal directly to the other storytelling devices, the magic 
lamp device could transmit the signal to the controller 120, 
and the controller 120 could determine Which, if any, other 
storytelling devices 110 need to be made aWare of the occur 
rence of the event. That is, a centraliZed model could be 
employed Where each storytelling device communicates With 
the controller 120, rather than a peer-to-peer model in Which 
each storytelling device communicates directly With the other 
storytelling devices. For instance, the controller could main 
tain data specifying Which storytelling devices 110 are 
capable (in the context of a given story) of reacting to a 
particular stimulus event. Upon receiving a signal indicating 
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that a particular action has been performed, the controller 120 
could use such data to determine Which device(s) should react 
to the event and informs those device(s) of the occurrence of 
the event. In one embodiment, the controller 120 may select a 
subset of the devices capable of reacting to the event, and may 
inform only the selected devices of the occurrence of the 
event. For example, if the controller 120 determines that six 
different storytelling devices 110 present in the physical envi 
ronment (e. g., the user’s room) are capable of reacting to the 
appearance of the genie, the controller 120 may determine a 
subset of these devices to react to the genie’s appearance. 
Such a subset could be selected, for instance, based on a 
priority value associated With each device’s 110 response 
action to the stimuli. In one embodiment, the devices 110 to 
react to the stimuli are selected randomly (or pseudo-ran 
domly). 
[0038] The controller 120 may also determine, for each 
available device 110 capable of reacting to the event, Whether 
the device 110 should perform the entirety of its responsive 
actions in reacting to the event. That is, the controller 120 
could specify that certain available devices 110 should only 
perform a portion of their responsive actions, in response to 
the detected stimuli. For instance, assume that the controller 
120 determines that there are six different storytelling devices 
110 present in the physical environment that are capable of 
reacting to the appearance of the genie, and that all six devices 
110 have both an auditory and a physical reaction to the 
genie’s appearance. Here, the controller 120 could select a 
sub-set of the devices 110 (e.g., only the monkey device) to 
react in an auditory fashion, but could determine that all six of 
the devices 110 should perform their physical reaction to the 
genie’s appearance. Advantageously, doing so helps to ensure 
that all available storytelling devices 110 capable of doing so 
Will react to the stimuli in some form, While making sure that 
the storytelling devices 110 do not “talk over” each other, 
making each device’s auditory contribution di?icult to under 
stand. 

[0039] Generally, the controller 120 may be implemented 
in a number of different Ways. In one embodiment, the con 
troller 120 resides Within one of the storytelling devices 110 1_ 
N. One advantage to such an embodiment is that no additional 
setup on the user’s part may be required before the storytell 
ing experience begins. That is, the user could purchase the 
storytelling device containing the controller 120, and When 
the user activates the storytelling device (e. g., by poWering it 
on), the controller 120 could detect What other storytelling 
devices 1101_N are present Within the user’s home (e.g., 
through Wireless communications) and could automatically 
adapt the storytelling experience accordingly. HoWever, from 
the user’s experience, the user merely poWers the device 
containing the controller 120 on and the story begins. 

[0040] In a particular embodiment, the controller 120 com 
prises softWare executes on a computing device. For example, 
the user could doWnload a softWare application on a personal 
computing device or tablet computing device that, When 
executed, serves as the controller 120. Such an embodiment 
may require the user to doWnload or install a softWare appli 
cation before beginning the storytelling experience. HoW 
ever, one advantage to using softWare on a personal computer 
as the controller 120 is that the softWare application can take 
advantage of the processing poWer of the user’s personal 
computer, thereby avoiding any additional cost of adding 
separate controller logic to one of the storytelling devices 
110l_N. 
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[0041] Generally, the controller 120 may maintain data 
related to a multitude of different stories. For each story, the 
controller 120 could maintain data specifying a list of story 
telling devices 110 that are compatible With the story, and 
may maintain a respective set of actions and corresponding 
stimulus events for each compatible device. Additionally, 
some stories may include different branches, in Which the 
story can play out in different Ways depending on the choices 
a user makes and/ or the actions the user takes. 

[0042] For instance, the stories are provided to the control 
ler 120 as they are released (e.g., the controller 120 could 
automatically doWnload the neWly released stories from a 
remote Website). In a particular embodiment, stories associ 
ated With a particular storytelling device may be automati 
cally unlocked When the user purchases and registers such a 
storytelling device With a content server. In one embodiment, 
the controller 120 is con?gured to doWnload only stories that 
the user has purchased. For instance, the user could maintain 
an account With the remote story server (e. g., a Website). If the 
user selects a given story for playback, the controller 120 
could query the remote Website to determine Whether the user 
has already purchased the selected story, based on the user’s 
account With the Website. If the user has already purchased 
the story, the controller 120 could begin interactively telling 
the story using the available storytelling devices. If the user 
has not yet purchased the story, the controller 120 could 
prompt the user as to Whether the user Wishes to purchase the 
story. 
[0043] In one embodiment, the controller 120 is con?gured 
to automatically purchase the story on the user’ s behalf When 
the user selects a story he has not yet purchased. In a particular 
embodiment, the stories are provided to the user using a 
subscription model. That is, the user could periodically pay a 
subscription fee (e.g., monthly) and neW stories could be 
periodically released on the remote Website. So long as the 
user’ s subscription is paid, the controller 120 could automati 
cally doWnload the neW stories from the remote Website, so 
that the neW stories are ready for playback When the user next 
Wishes to use the storytelling device(s). 
[0044] In one embodiment, users may purchase alternate 
actions, behaviors and/ or dialogue options for their storytell 
ing devices. Generally, it is completed that any content asso 
ciated With the storytelling experience may be locked or 
unlocked in various Ways and for various reasons, consistent 
With the functionality herein. For instance, content (e.g., sto 
ries, behaviors, dialogue, etc.) may be unlocked based on the 
user’s previous actions in the storytelling environment. For 
instance, in a Star Wars® themed storytelling environment, 
the controller 120 could unlock various Sith-themed stories if 
the user is trending toWards the “dark side”, based on the 
user’s past actions in previously played stories. 
[0045] More generally, it is contemplated that any revenue 
model, knoWn or unknoWn, may be employed in the distribu 
tion of stories. Exemplary revenue models include, but are not 
limited to, a pay-per-use model (e.g., a fee is assessed each 
time the user plays through a story), a micropayment model 
(e. g., chapters Within a single story could be purchased indi 
vidually, special characters Within a single story could be 
unlocked using digital currency, etc.), virtual good purchases 
(e.g., special items Which in?uence the playback of a story 
could be unlocked, either With a purely virtual currency and/ 
or a digital currency linked to real currency, etc.), advertising 
models (e.g., targeted product placement Within the context 
of a given story, an advertisement depicted using visual and/ 
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or audible playback from a storytelling device(s), etc.) and a 
viral marketing model (e.g., a story could be unlocked for 
users Who transmit advertising and/or purchasing opportuni 
ties to one another). 
[0046] In one embodiment, a physical item can be used to 
unlock digital (and/ or virtual) content. For instance, a plastic 
chip could be provided (e.g., for sale at retail stores) that is 
con?gured to plug into a particular slot on one of the story 
telling devices. As an example, an electronic or electrome 
chanical (e. g., a key With particularly arranged slots) could be 
plugged in to one of the storytelling devices to unlock content. 
The controller 120 could detect When the chip has been 
plugged into one of the storytelling devices and could further 
detect a type of the chip (e.g., based on data speci?ed on a 
memory Within the chip, based on the construction and/or 
shape of the chip, etc.). The controller 120 could then unlock 
content corresponding to the detected type for use by the user. 
For example, such content could include a neW storyline that 
can be played out by the storytelling device having the chip, 
and the controller 120 could doWnload such a storyline (e. g., 
from a remote server) responsive to the chip being inserted 
into the storytelling device. As another example, the unlocked 
content could include neW behaviors and/ or dialogue for the 
storytelling device. More generally, it is broadly contem 
plated that any content can be unlocked by the physical 
device, consistent With the functionality herein. 
[0047] Additionally, the physical object or device need not 
plug into or otherWise physically connect With the storytell 
ing device in order to unlock content. For example, the sto 
rytelling device could receive a signal (e.g., an RF or RFID 
signal) that indicates particular content should be unlocked. 
As an example, a signal could be broadcast at a particular Star 
Wars®-themed attraction at a theme park, and any Star 
Wars®-themed storytelling device receiving the signal could 
be con?gured to unlock particular content in response. As an 
example, a neW storyline could be unlocked upon receipt of 
the signal. As another example, the storytelling device could 
perform certain actions (e.g., gestures, dialogue, etc.) in 
response to receiving the signal. 
[0048] Moreover, it is broadly contemplated that stories 
may be provided by any number of parties. For example, in 
one embodiment, a single story developer controls the cre 
ation, production, and release of stories onto the market for 
the storytelling system. In another embodiment, a market 
place could be provided in Which developers, retailers, users 
and hobbyists can Work collectively to create and distribute 
custom stories to other various users. Such custom stories 
could be distributed free of charge or could be distributed 
using any pricing model, knoWn or unknoWn, consistent With 
the present disclosure. Additionally, the marketplace could be 
moderated to ensure the distributed stories are content-appro 
priate. For example, moderators could assign ratings to indi 
vidual stories (e.g., ratings similar to Motion Picture Asso 
ciation of America ratings for ?lms) and users could be 
informed of these ratings before vieWing a particular story. In 
such an embodiment, particular users (e. g., children) may be 
restricted from vieWing stories With certain ratings. In one 
embodiment, moderators may only alloW “approved” stories 
onto the market place. For instance, moderators could only 
approve youth-appropriate stories for distribution, thereby 
insuring that any and all content distributed on the market 
place is appropriate for users of all ages. 
[0049] Generally speaking, the storytelling devices 110 
and the controller 120 may be stateful devices. That is, these 
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devices 110l_N and 120 may maintain state data relating to a 
current playback position Within a given story, and this state 
data may be maintained When if the user suspends playback of 
the story. Thus, the user could pause the interactive playback 
of a particular story at some playback position (e.g., 20 min 
utes into the story), and When the user next initiates the 
playback of the particular story, the playback could resume at 
approximately the previous playback position (e. g., exactly at 
the previous playback position, slightly before the previous 
playback position, slightly after the previous playback posi 
tion, etc.). 
[0050] Additionally, such state data may specify particular 
events that have occurred (e.g., interactions With a user) and 
could be used to improve the storytelling experience for the 
user. For instance, a virtual character (e. g., projected into the 
physical World, shoWn on an augmented reality device, etc.) 
could be con?gured With a variety of different phrases that 
can be used in reacting to a given stimulus event. In such an 
embodiment, a storytelling device 110 associated With the 
virtual character could maintain state data specifying Which 
of the phrases the virtual character has used recently, and 
could avoid using these recently used phrases in responding 
to subsequent occurrences of the stimulus event. Advanta 
geously, doing so helps to ensure the dialogue betWeen the 
virtual characters and the user is repetitive, and does not 
become stale or repetitive. Other state data could relate to, for 
example, customer relationship management (CRM) services 
and other personaliZation features, such as remembering the 
user’s name, remembering the state of a room, remembering 
past activities and interactions occurring betWeen a storytell 
ing device(s) and a user(s), and likely or predicted future 
needs and desires for the user(s). 
[0051] In one embodiment, an augmented reality device is 
used as one of the storytelling devices 110. As used herein, an 
augmented reality device refers to any device capable of 
displaying a real-time vieW of a physical, real-World environ 
ment or elements of a physical, real-World environment, 
While altering elements Within the displayed vieW of the 
environment. As such, unlike a virtual reality device Which 
displays a vieW of virtual World, an augmented reality device 
displays a vieW of the real World but augments elements using 
computer graphics technology. More generally, hoWever, the 
augmented reality devices and the storytelling devices 110 
can Work to create a high-level form of augmented reality. For 
instance, by projecting images of virtual characters into the 
physical World to create the appearance of a three-dimen 
sional holographic image, embodiments are able to augment 
the appearance of the physical World itself as perceived by the 
user, thereby creating a neW form of augmented reality for the 
user. 

[0052] For instance, continuing the aforementioned 
example of a user searching for a magic talisman hidden 
Within his room, the user could search for the talisman using 
an augmented reality device. As an example, the user could 
Walk around his room, vieWing the room With the augmented 
reality device, and softWare on the augmented reality device 
could be con?gured to augment the displayed scene to 
include the augmented reality device, When a speci?c loca 
tion of the user’s room is vieWed. Additionally, the depiction 
of the magic talisman on the display of the augmented reality 
device could appear to respond to interactions from the user. 
For instance, the augmented reality device could detect the 
appearance of the user’s hand Within captured visual scene 
(e.g., frames captured using a camera(s) of the augmented 
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reality device) and could manipulated the appearance of the 
magic talisman Within the display, such that it appears the 
user is touching and physically moving the virtual talisman. 
As an example, the user could reach out and grasp at the 
depicted location of the virtual talisman, and the augmented 
reality device could augment the depiction of the user’s hand 
on the augmented reality device’s display, such that it appears 
the user is holding the talisman in his hand. The user could 
then Walk around his room carrying the talisman (as shoWn on 
the augmented reality device). 
[0053] An example of one such augmented reality device is 
shoWn in FIG. 2, Which illustrates a Star Wars® themed use 
case using a plurality of storytelling devices to playback a 
story. As shoWn, the screenshot 200 includes aYoda storytell 
ing device 230, a trainer storytelling device 245 sitting atop a 
dresser 225, and a user 210 holding a lightsaber storytelling 
device 220. Additionally, the user 210 is shoWn as Wearing a 
pair of augmented reality glasses 215. In other embodiments, 
other forms of augmented reality devices (e.g., mobile phones 
or tablet computing devices con?gured With an augmented 
reality component) may be used in a similar fashion to the 
augmented reality glasses 215. 
[0054] Generally, the lightsaber device 220 may include an 
accelerometer, a speaker(s), a GPS device, and/ or a vibration 
mechanism for use in detecting stimulus events and respond 
ing in kind. For instance, the accelerometer could track the 
movements of the lightsaber device 220 in order to trigger a 
stimulus event, such as the user performing a particular event 
With the lightsaber device 220. Likewise, the GPS device 
could alloW a location of the lightsaber 220 to be determined 
in order to trigger a stimulus event, such as a story Where the 
lightsaber device 220 has been hidden (e. g., by the user’s 
parents) and the user is sent on a mission by the Yoda device 
230 in order to ?nd the lightsaber 220. For example, in such a 
story, a controller device could determine the lightsaber’s 220 
position via the GPS device Within the lightsaber, and could 
further determine the position of the Yoda device 230 based 
on a GPS device Within the Yoda doll 230. The Yoda device 
230 couldthen make positionally accurate comments to assist 
the user in locating the user in ?nding the hidden lightsaber 
220 (e.g., notifying the user When the user gets closer to the 
lightsaber device). The vibration mechanism could provide 
haptic feedback to the user When a certain stimulus event 
takes places. This stimulus event may include movement of 
the lightsaber 220, or contact from a physical or virtual object 
to the light saber 220. 
[0055] Similarly, the Yoda device 230 may be capable of 
producing both auditory (e. g., speech via a speech synthesiZer 
module) and visual effects (e.g., gestures and movement 
around the physical environment). Such auditory effects may 
be localiZed or non-localiZed, and generally such auditory 
effects Will coincide With other storytelling devices in order to 
collaboratively tell a story. For instance, the Yoda device 230 
could use a localiZed auditory effect for speech purposes, 
alloWing the toy to appear to be talking. The Yoda device 230 
could also include a camera for use in tracking the user’s 
movement and the movement of the lightsaber device 220. 

[0056] As an example, the Yoda device 230 could instruct 
the user 210 to perform particular exercises With the lightsa 
ber device 220, and a controller device could track the move 
ments of the lightsaber device 220 (e.g., via an accelerometer 
Within the lightsaber device, via a camera Within the trainer 
245 or the Yoda device 230, etc.). One example of such an 
exercise includes de?ecting a virtual laser ?red from the 
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training device 245 With the lightsaber device 220. For 
instance, the virtual laser could be inserted into the user’s 
?eld of vieW by the augmented reality glasses 215, and the 
user could be required to move the lightsaber device 220 in a 
particular manner in order to de?ect the virtual laser. In such 
an example, the Yoda device 230 could be con?gured to 
perform a particular action responsive to the user performing 
the exercise correctly (i.e., de?ecting the virtual laser With the 
lightsaber device 220), such as praising the user’s actions and 
advancing a context of the story. Here, the Yoda device 230 
could monitor the user’s movements of the lightsaber device 
220 using a camera, and could determine When the user has 
made an appropriate physical movement With the lightsaber 
device 220 for the virtual laser shoWn Within the augmented 
reality glasses 215. That is, if the virtual laser is shoWn on the 
user’s left side, a controller device could use the camera to 
determine When the user has moved to the lightsaber device 
220 to the user’s left side Within a prede?ned WindoW of time. 
If the Yoda device 230 determines the user has moved the 
lightsaber device 220 in time, the Yoda device 230 could 
perform a corresponding action (e.g., praising the user for 
de?ecting the laser). 
[0057] Continuing this example, a controller device could 
notify other augmented reality devices When the user has 
successfully de?ected the virtual laser. For instance, the con 
troller could notify the training device 245 of the user’s 
action, and the training device 245 could respond in turn. For 
example, the training device 245 could update the projection 
255 to re?ect hoW many times the user has successfully 
de?ected a virtual laser versus hoW many times the user has 
missed the de?ection. Likewise, the training device 245 could 
output an auditory effect 250, indicating that the user has 
successfully de?ected the virtual laser. Moreover, the aug 
mented reality glasses 215 could be con?gured to shoW the 
virtual laser bouncing off of the lightsaber device 220. 
[0058] The devices could be con?gured to perform other 
actions responsive to the user incorrectly performing the 
action (e. g., the user failing to move the lightsaber device 220 
to the appropriate position Within the predetermined WindoW 
of time). For instance, the Yoda device 230 could provide 
encouragement to the user, and the training device 245 could 
increment the miss counter of the projection 255. Similarly, 
When the user misses the de?ection, the augmented reality 
glasses 215 could shoW the virtual laser ?ying off into the 
distance. 

[0059] In addition, the augmented reality glasses 215 can 
be con?gured to shoW a number of augmentations to the 
user’s physical environment in order to enhance the story. 
Doing so can provide a more realistic interaction betWeen the 
user 210 and the interactive story. For instance, the aug 
mented reality glasses 215 could change the scenery of the 
room to give the appearance that the user 210 is someWhere 
else. For example, the dresser 225 could be transformed into 
a giant log and the ?oor could be made to look like a bog, to 
give the appearance the user 210 is in a sWamp. LikeWise, the 
augmented reality glasses 215, in combination With the cam 
era from the Yoda 230, could perform actions to simulate the 
user 210 using the “force” to de?ect the virtual lasers and to 
interact With objects Within the room. 
[0060] FIG. 3 is a ?oW diagram illustrating an interaction 
betWeen storytelling devices and a controller device, accord 
ing to one embodiment described herein. As shoWn, the 
method 300 begins at block 310, Where the controller device 
120 determines that storytelling device 1 and storytelling 
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device 2 are available Within the physical environment and are 
compatible With a particular story. Here, a device may be 
considered “available” When, for example, the device is 
enabled (e.g., When the device is poWered on), the device is 
idle (e.g., the device is not currently being used in another 
storytelling experience, the device is usable for the duration 
of the storytelling experience (e. g., the device has a suf?cient 
poWer level to complete the story), and so on. LikeWise, a 
device may be considered “compatible” With a story When the 
story contains stimulus events and corresponding actions 
associated With the device. For example, a particular story 
could relate speci?cally to theYoda device 230 shoWn in FIG. 
2 and discussed above. As another example, a story could 
relate to any Star Wars® hero devices, Which Would include 
the Yoda device 230 as Well as various other Star Wars® 
characters. 

[0061] Once the available and compatible devices are 
determined, the controller device 120 maps the particular 
story to the storytelling devices 1 and 2 (block 315). Gener 
ally, the story could include a number of different contexts 
having a temporal order, and each context could include plu 
rality of stimulus events and corresponding actions. Here, 
playback of the story could include the controller device 120 
advancing from one context to the next, While con?guring the 
storytelling devices to execute the actions, responsive to 
detecting a corresponding stimulus event has occurred. Gen 
erally, the controller may advance the playback of the story 
from one context to the next based on the satisfaction of a 

particular stimulus event(s). 
[0062] In mapping the story onto the available and compat 
ible storytelling devices, the controller device 120 could 
determine a type of each of the storytelling devices, and could 
assign particular stimulus events and corresponding actions 
to each of the storytelling devices based on the determined 
type. For instance, assuming that the storytelling device rep 
resents the Yoda device 230, the controller 120 could assign 
anyYoda-speci?c stimulus events and actions Within the story 
to the Yoda device 230. LikeWise, if the story includes any 
stimulus events and actions designated for a Star Wars® hero 
device, the controller 120 could assign these stimulus events 
and the corresponding actions to the Yoda device 230 as Well. 
In the event multiple storytelling devices are available that 
satisfy the criteria for a stimulus event/action combination 
(e.g., multiple Star Wars® hero devices are present and avail 
able Within the physical environment), the controller device 
120 could select one of the storytelling devices to perform 
each of the stimulus event/action combinations. Advanta 
geously, dynamically mapping the story onto the available 
and compatible devices alloWs the story to be used With 
various different storytelling devices and combinations of 
storytelling devices. 

[0063] In one embodiment, the story may specify a distinct, 
contextually appropriate action to perform for various types 
of storytelling devices for a given stimulus event. That is, the 
controller 120 could determine that a particular story includes 
a stimulus event designated for a Star Wars® hero character, 
and could specify a corresponding action designated for a 
Yoda device 230 and a separate, distinct action designated for 
an Obi-Wan device. In such an embodiment, upon selecting 
one of the devices to respond to the stimulus event, the con 
troller 120 could assign the corresponding action to the device 
based on the device’s type. Doing so helps to create a more 
immersive and realistic storytelling experience for the user, as 



US 2014/0080109 Al 

the storytelling devices can be con?gured to react to stimulus 
events in a manner appropriate for the represented ?ctional 
character. 

[0064] Once the controller 120 maps the story onto the 
devices, the controller 120 con?gures each of the storytelling 
devices With a number of stimulus events and corresponding 
effects relating to a ?rst context of the story (block 320). For 
purposes of this example, assume that the storytelling device 
1 represents the Yoda device 230, and assume that the con 
troller 120 con?gures the device 230 to detect When the user 
has properly de?ected a virtual laser. In the method 300, the 
storytelling device 1 then detects the ?rst stimulus event has 
occurred (block 325) and performs the corresponding effect 
(block 330). As an example, theYoda device 230 could detect 
When the user has successfully de?ected the virtual laser (i.e., 
an occurrence of the stimulus event), and could congratulate 
the user in response (i.e., performing the corresponding 
effect). 
[0065] The controller 120 then advances a context of the 
story, responsive to the occurrence of the ?rst stimulus event 
(block 335), and recon?gures the storytelling devices accord 
ingly based on the next context of the story (block 340). That 
is, the controller 120 could con?gure the storytelling devices 
With stimulus event and corresponding effect pairs, based on 
the next context of the story. Here, the story could involve the 
user learning to use the lightsaber device 220, and could then 
advance to the user learning to use his “force” poWers. 
Accordingly, the controller 120 could con?gure the trainer 
device 245 to detect When the user has performed a particular 
stimulus event (e.g., the user extending his hand toWards the 
trainer device 245, as if using the “force” on the device 245), 
and to react accordingly (e. g., by vibrating through the use of 
a gear and Weight combination Within the device 245). 
[0066] More generally, hoWever, the context of the story 
may advance not solely based on the performance of a single 
stimulus event, but rather can advance based upon a number 
of factors. For example, the context of the story could advance 
based on an input from the user (e. g., the user could be given 
a choice of Which arc the story should folloW). Additionally, 
the context could advance based upon an overall state of the 
gameplay experience, Which could include a state of and 
actions previously performed during the current story, as Well 
as previous state and actions performed in previously played 
stories. For instance, the controller 120 could determine an 
aggregate state of the current story (e.g., by collecting state 
information from each storytelling device involved in the 
story) and could select one of a plurality of different arcs for 
the story based on the aggregate state information. As an 
example, the controller 120 could determine that a particular 
user has not been performing “good Jedi” actions during a 
current storytelling experience (and/or during previous sto 
rytelling experiences) and instead the user has been trending 
toWards the “dark side.” In response, the controller 120 could 
advance the context of the current story to an arc associated 
With the Sith, based on the user’s previous actions in the 
current story and potentially previous stories as Well. Such a 
different storyline arc could include, for example, different 
actions for the user to take, different dialogue from the sto 
rytelling devices, and so on. The controller 120 could also 
consider a user’s personal information (e.g., birth date, age, 
etc.) and user pro?le information (e. g., specifying user pref 
erences) in selecting a storyline arc. 
[0067] Returning to the method 300, the method 300 con 
tinues as the storytelling device 2 detects a second stimulus 
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event has occurred (block 345) and performs a corresponding 
effect (block 350). For instance, the trainer device 245 could 
detect When the user has extended his hand toWards the trainer 
device 245 (e.g., through the use of one or more camera 
devices Within the trainer device 245 or Within another sto 
rytelling device), and could activate a vibration mechanism 
(e.g., a gear and Weight combination device) Within the 
trainer device 245 in order to cause the trainer device 245 to 
vibrate. Doing so creates the perception that the user has used 
the “force” on the trainer device 245 in accordance With the 
story being told. The controller 120 then advances the context 
of the story to a next context (block 355), recon?gures the 
storytelling devices accordingly (block 360), and the method 
300 ends. 

[0068] FIG. 4 is a How diagram illustrating determining a 
plurality of storytelling devices, according to one embodi 
ment described herein. As shoWn, the method 400 begins at 
block 410, Where the controller 120 detects a plurality of 
storytelling devices that are physically present Within the 
physical environment. Generally, it is broadly contemplated 
that the controller 120 could use any number of communica 
tion techniques for detecting the storytelling devices. 
Examples of such techniques include Bluetooth® technolo 
gies, 802.1 Wireless networking technologies, RFID tech 
nologies, and so on. More generally, any technique for detect 
ing devices that are physically proximate to the controller 120 
may be used, in accordance With the functionality described 
herein. 

[0069] The controller 120 then determines Which of the 
present storytelling devices are available for playing out a 
particular story (block 415). As discussed above, a device 
may be considered unavailable if the storytelling device is 
currently involved in playing out a different story, if the 
device lacks the charge to complete the storytelling experi 
ence (e.g., the device has a loW battery), and more generally if 
the device cannot (or is unlikely to be able to) initiate or 
complete the storytelling experience. 
[0070] Additionally, the controller 120 determines Which 
of the available storytelling devices are compatible With the 
particular story (block 420). That is, While a magic lamp 
storytelling device may be available Within the physical envi 
ronment, the magic lamp may not be thematically consistent 
With a Star Wars® themed story. Accordingly, the controller 
120 could determine that While the magic lamp is present and 
available for playing out the story, the magic lamp device is 
not compatible With the particular story. As discussed above, 
the story could specify pairs of stimulus events and corre 
sponding actions to be performed by a storytelling device, 
and could designate the device or type of device to perform 
each of these pairs. Thus, for example, the story could specify 
a particular action is to be performed speci?cally by aYoda 
storytelling device, While another action could be designated 
for any Star Wars® hero device. If the controller 120 deter 
mines that a particular device does not map to any of the 
stimulus event/action pairs, the controller 120 could deter 
mine the particular device is not compatible With the story. 

[0071] Once the controller 120 determines Which devices 
are compatible With the story, the controller 120 maps the 
pairs of stimulus events and corresponding actions onto the 
compatible device (block 425), and the method 400 ends. 
Thus, continuing the above example, the controller 120 could 
map the Yoda-speci?c action to the Yoda storytelling device, 
and could map the Star Wars® hero-speci?c action onto the 
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Yoda storytelling device or another available storytelling 
device that satis?es the criteria (e.g., an Obi-Wan storytelling 
device). 
[0072] FIG. 5 is a How diagram illustrating mapping a story 
onto a plurality of storytelling devices, according to one 
embodiment described herein. As shoWn, the method 500 
begins at block 510, Where the controller 120 receives a story 
that comprises a plurality of elements and selection criteria 
for use in mapping the elements onto storytelling devices. 
Here, each of the plurality elements could include a stimulus 
event(s) and a corresponding action(s) to be taken in respon 
sive to an occurrence of the stimulus event(s). 

[0073] The controller 120 then determines a device type for 
each element of the story (block 515).As discussed above, the 
story could specify a speci?c type of device for a stimulus 
event/action pair (e.g., a magic lamp device), or could specify 
a type of device to Which the stimulus event/pair can be 
mapped (e.g., a Star Wars® villain type of device). The con 
troller 120 also determines Which storytelling devices are 
available and compatible Within the physical environment 
(block 520). The controller 120 then maps the elements of the 
story onto the determined storytelling devices, based on the 
selection criteria for each of the story elements (block 525). 
[0074] Additionally, the controller 120 determines a par 
ticular effect for each of the storytelling devices to perform 
for each element of the story (block 530), and the method 500 
ends. For instance, a particular element comprising the occur 
rence of a stimulus event could be mapped to any available 
Star Wars® villain storytelling device, and the controller 120 
could determine What action the device should taken respon 
sive to the stimulus event being performed. For a particular 
element, the performed action may remain consistent regard 
less of the storytelling device the element is mapped to. As an 
example, in the laser de?ection storyline discussed above, a 
scorekeeping task could be mapped to the training device 245 
(e.g., to generate the projection 255) or to the augmented 
reality glasses 215 (e.g., to generate an augmented reality 
scoreboard). Here, While the technologies for generating the 
scoreboard differ betWeen the tWo devices, the action of 
update the hit counter or the miss counter remains the same 
regardless of the device used. HoWever, for other elements, 
the performed action may vary depending on the type of 
device the element is mapped to. For example, a dialogue 
action may vary depending on Which Star Wars® villain the 
particular element is mapped to, in order to provide themati 
cally consistent dialogue for the story. Thus, in such an 
example, the controller 120 could determine the effect the 
storytelling device should performed for the given element, 
based on the type of the storytelling device. 
[0075] An example of a storytelling device is shoWn in FIG. 
6, Which is a block diagram illustrating a storytelling device 
con?gured With a storytelling component, according to one 
embodiment described herein. In this example, the storytell 
ing device 110 includes, Without limitation, a processor 610, 
storage 615, memory 620, I/O devices 635, a network inter 
face 640, camera devices 645, a display devices 650 and an 
accelerometer device 655. Generally, the processor 610 
retrieves and executes programming instructions stored in the 
memory 620. Processor 610 is included to be representative 
of a single CPU, multiple CPUs, a single CPU having mul 
tiple processing cores, GPUs having multiple execution 
paths, and the like. The memory 620 is generally included to 
be representative of a random access memory. The network 
interface 640 enables the storytelling device 110 to connect to 
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a data communications netWork (e. g., Wired Ethernet connec 
tion or an 802.11 Wireless netWork). Further, While the 
depicted embodiment illustrates the components of a particu 
lar storytelling device, one of ordinary skill in the art Will 
recogniZe that storytelling devices may use a variety of dif 
ferent hardWare architectures. Moreover, it is explicitly con 
templated that embodiments may be implemented using any 
device or computer system capable of performing the func 
tions described herein. 

[0076] The memory 620 represents any memory su?i 
ciently large to hold the necessary programs and data struc 
tures. Memory 620 could be one or a combination of memory 
devices, including Random Access Memory, nonvolatile or 
backup memory (e.g., programmable or Flash memories, 
read-only memories, etc.). In addition, memory 620 and stor 
age 615 may be considered to include memory physically 
located elseWhere; for example, on another computer com 
municatively coupled to the storytelling device 110. Illustra 
tively, the memory 620 includes a storytelling component 625 
and an operating system 630. The operating system 630 gen 
erally controls the execution of application programs on the 
storytelling device 100. Examples of operating system 630 
include UNIX, a version of the Microsoft Windows@ oper 
ating system, and distributions of the Linux® operating sys 
tem. Additional examples of operating system 630 include 
custom operating systems for gaming consoles, including the 
custom operating systems for systems such as the Nintendo 
DS® and Sony PSP®. 

[0077] The I/O devices 635 represent a Wide variety of 
input and output devices, including displays, keyboards, 
touch screens, and so on. For instance, the I/O devices 635 
may include a display device used to provide a user interface. 
As an example, the display may provide a touch sensitive 
surface alloWing the user to select different applications and 
options Within an application (e.g., to select an instance of 
digital media content to vieW). Additionally, the I/O devices 
635 may include a set of buttons, sWitches or other physical 
device mechanisms for controlling the storytelling device 
110. Additionally, the I/O devices 635 could include mecha 
niZed components or other components that enable the story 
telling device 110 to take a physical action (e.g., vibrating, 
Walking around the room, gesturing, facial expressions, etc .). 
[0078] The storytelling component 625 may be con?gured 
to recogniZe various stimulus events and to associate a respec 
tive one or more actions With each of the various stimulus 
events. Upon detecting that one of the stimulus events has 
occurred, the storytelling component 625 could perform the 
corresponding one or more actions. For instance, the story 
telling device 110 could be a stuffed animal monkey could be 
con?gured With a storytelling component 625 that, upon 
detecting that a holographic genie projection has appeared, 
could cause the mechanized monkey toy to coWer in fear and 
to emit Whimpering noises in fright of the genie. Additionally, 
the storytelling component 625 could determine Which 
actions to perform based on a current context of a story being 
told using a multitude of storytelling devices 110. That is, the 
mechanized monkey toy may be con?gured to behave differ 
ently When the genie ?rst appears Within the story (e.g., 
appearing afraid of the genie), but may behave differently 
When the genie comes to the user’s rescue later in the story 
(e.g., appearing grateful upon seeing the genie). Thus, the 
storytelling component 625 could be con?gured to react dif 
ferently to a given stimulus event, depending on the current 
context Within the story. 
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[0079] As discussed above, the storytelling component 625 
may detect the occurrence of the stimulus event in a variety of 
different Ways. For instance, the storytelling component 625 
could use the camera devices 645 Within the storytelling 
device 110 to detect When a projected image appears or to 
track the movement of the user. As another example, the 
storytelling component 625 could use the accelerometer 655 
to detect When the user rubs the storytelling device 110 With 
his hand (e.g., Where the device 110 is a magic lamp). Addi 
tionally, the storytelling component 625 could use other I/O 
devices 635 to make such a determination, such as touch 
sensitive device capable of detecting When and hoW the user 
is touching the device 110 (e.g., a capacitive sensing or con 
ductance sensing tactile surface). Furthermore, the controller 
120 could transmit a message to the device 110 (e.g., using 
Wi-Fi or Bluetooth communications), indicating that a par 
ticular stimulus event has occurred. More generally, any tech 
nique capable of detecting the occurrence of some prede?ned 
event may be used, in accordance With the functionality 
described herein. 
[0080] Additionally, the storytelling device 110 may be 
con?gured With logic and/or hardWare to determine its geo 
graphic, physical position Within the physical World. 
Examples of such logic and/or hardWare include GPS logic 
and a global positioning system (GPS) transmitter, and geolo 
cation softWare that uses time of ?ight or angle of ?ight or 
both (from a multiplicity of Wireless sources such as cell 
toWers, television broadcast toWers, or Wireless network 
devices). More generally, any technique (known or unknoWn) 
for determining a device’ s physical position in the real World 
may be used, consistent With the functionality described 
herein. 
[0081] Additionally, embodiments may synchronize With 
existing media devices such as TVs, Web devices, smart 
phones and e-books, in providing an immersive storytelling 
experience. For example, a storytelling magic lantern (e.g., a 
storytelling device 110) could sense events on a TV shoW the 
user is currently Watching or a video game the user is cur 
rently playing (e.g., through communications With the TV 
and/ or video game system, using one or more cameras, using 
a microphone, etc.). In response to detecting such a stimulus 
event, the magic lantern could react in a context-appropriate 
manner and precisely at exactly the right time. For instance, 
upon detecting that an ESPN® neWscaster on a TV the user is 
currently Watching made a reference to an upcoming football 
game betWeen the Giants® and the Panthers®, and upon 
determining that the Giants® Won their previous game, the 
magic lantern could say “Boy, I sure hope the Giants® can 
pull it off again this Weekend!” (e.g., using a text-to-speech 
synthesizer and one or more speaker devices). 
[0082] As another example, a storytelling device 110 could 
communicate With an eBook reader controlled by the user to 
determine Which book the user is currently reading and Which 
page of a particular book the eBook reader is currently dis 
playing. The storytelling device 110 could then chime in at 
exactly the right time (e.g., momentarily after the user has 
turned the page) With commentary and/or actions to enhance 
the story being told on the legacy media platform (i.e., the 
book the user is reading). 
[0083] FIG. 7 illustrates an example of a controller device, 
according to one embodiment described herein. As shoWn, 
the controller 120 includes a processor 710, storage 715, 
memory 720, and a netWork interface 740. Generally, the 
processor 710 retrieves and executes programming instruc 
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tions stored in the memory 720. Processor 710 is included to 
be representative of a single CPU, multiple CPUs, a single 
CPU having multiple processing cores, GPUs having mul 
tiple execution paths, and the like. The memory 720 is gen 
erally included to be representative of a random access 
memory. The netWork interface 740 enables the controller 
device 120 to connect to a data communications netWork 
(e.g., Wired Ethernet connection or an 802.11 Wireless net 
Work). Further, While the depicted embodiment illustrates the 
components of a particular controller device 120, one of 
ordinary skill in the art Will recognize that storytelling devices 
may use a variety of different hardWare architectures. More 
over, it is explicitly contemplated that embodiments may be 
implemented using any device or computer system capable of 
performing the functions described herein. 

[0084] The memory 720 represents any memory su?i 
ciently large to hold the necessary programs and data struc 
tures. Memory 720 could be one or a combination of memory 
devices, including Random Access Memory, nonvolatile or 
backup memory (e.g., programmable or Flash memories, 
read-only memories, etc.). In addition, memory 720 and stor 
age 715 may be considered to include memory physically 
located elseWhere; for example, on another computer com 
municatively coupled to the controller device 120. Illustra 
tively, the memory 720 includes a storytelling controller com 
ponent 725, story data 730 and an operating system 735. The 
operating system 735 generally controls the execution of 
application programs on the controller device 120. Examples 
of operating system 735 include UNIX, a version of the 
Microsoft Windows@ operating system, and distributions of 
the Linux® operating system. Additional examples of oper 
ating system 735 include custom operating systems for gam 
ing consoles, including the custom operating systems for 
systems such as the Nintendo DS® and Sony PSP®. 

[0085] Generally, the storytelling controller component 
725 con?gures the storytelling devices 110 to perform par 
ticular actions responsive to detected stimuli and a current 
context of a current story being told. For instance, in one 
embodiment, the storytelling controller component 725 
transmits logic (or a series of commands) for recognizing 
particular events and performing a corresponding action(s) to 
each of the storytelling devices 110, before the telling of a 
particular story begins. In such an embodiment, the storytell 
ing devices 110 could then use input/output devices (e.g., 
cameras, microphones, Wireless transceivers, infrared sen 
sors, etc.) on the storytelling devices 110 to detect When a 
particular event occurs. For instance, a device 110 could use 
a camera to detect When a particular projection appears, and 
could then perform a corresponding action in response, based 
on a current context of the story being told. As another 
example, the device 110 could receive a Wireless signal (e. g., 
using Bluetooth communications) from another one of the 
devices 110, indicating that a particular action has been per 
formed. The device 110 could then perform the correspond 
ing action responsive to receiving the signal. One advantage 
to such an embodiment is that the devices 110 may react to a 
given stimulus relatively quickly, since the reaction logic 
already resides on the storytelling device 110. 

[0086] In a particular embodiment, the storytelling control 
ler component 725 is con?gured to directly control the 
actions of the storytelling devices 110. For instance, the sto 
rytelling controller component 725 could transmit a message 
to a ?rst one of the devices 110, instructing the device 110 to 
perform a particular action to begin the story. The device 110 
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could then perform the speci?ed action. In one embodiment, 
the device 110 could transmit an acknowledgement message 
back to the storytelling controller component 725 once the 
action is successfully performed. In a particular embodiment, 
the storytelling controller component 725 could automati 
cally assume that the device 110 has performed the action 
after some predetermined period of time since the storytelling 
controller component 725 transmitted the message has 
elapsed. 
[0087] In any event, once the storytelling controller com 
ponent 725 determines (or presumes) that the action has been 
performed, the storytelling controller component 725 could 
identify one or more other storytelling devices 110 that, 
according to a particular story, can react responsive to the 
performed action. As discussed above, in some circum 
stances, the storytelling controller component 725 could 
determine a subset of storytelling devices 110 that are capable 
of reacting to the performed action, that should react in 
response to the performed action. For instance, the storytell 
ing controller component 725 could determine that six differ 
ent devices 110 are capable of reacting both physically and 
audibly to the performed action. The storytelling controller 
component 725 could then select a subset of the six storytell 
ing devices 110 that should react to the particular stimulus 
event (i.e., the performed action). The storytelling controller 
component 725 could also determine hoW each of the devices 
110 should react. As an example, the storytelling controller 
component 725 could determine that all six devices 110 
should react physically to the stimulus event, but that only 
tWo of the six devices 110 should react audibly to the stimulus 
event. Advantageously, doing so helps to prevent the devices 
from “talking over each other” and helps ensure that the user 
can clearly hear and understand the audible reactions of the 
device 110. 

[0088] Generally speaking, the storytelling devices 110 
and the controller 120 may be implemented in any number of 
different Ways, consistent With the present disclosure. With 
respect to hardWare, embodiments may employ a modular 
design for maximum hardWare reusability across different 
storytelling devices. Such a design could include, for 
instance, hardWare adapters that alloW common processors, 
memories and buses to receive and send data via a multiplicity 
of sensors, displays, effectors and other means of communi 
cation.Additionally, system and/or operating system agnostic 
sites (e.g., Portals) could be used to ensure maximum com 
patibility for all users. 

[0089] It is explicitly contemplated that the controller 120 
may also reside Within a cloud computing environment. 
Cloud computing generally refers to the provision of scalable 
computing resources as a service over a netWork. More for 

mally, cloud computing may be de?ned as a computing capa 
bility that provides an abstraction betWeen the computing 
resource and its underlying technical architecture (e.g., serv 
ers, storage, netWorks), enabling convenient, on-demand net 
Work access to a shared pool of con?gurable computing 
resources that can be rapidly provisioned and released With 
minimal management effort or service provider interaction. 
Thus, cloud computing alloWs a user to access virtual com 
puting resources (e.g., storage, data, applications, and even 
complete virtualiZed computing systems) in “the cloud,” 
Without regard for the underlying physical systems (or loca 
tions of those systems) used to provide the computing 
resources. 
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[0090] Typically, cloud computing resources are provided 
to a user on a pay-per-use basis, Where users are charged only 
for the computing resources actually used (eg an amount of 
storage space consumed by a user or a number of virtualiZed 
systems instantiated by the user). A user can access any of the 
resources that reside in the cloud at any time, and from any 
Where across the Internet. In context of the present invention, 
a controller 120 could reside as a softWare application execut 
ing in the cloud. For example, the controller 120 could com 
municate With storytelling devices 110 Within the user’s 
home (e. g., via the Internet) and could transmit the story data 
to each of the storytelling devices 110. Generally, the story 
data sent to each device 110 may include a series of actions 
and corresponding stimuli. The storytelling devices 110 
could then use the received story data to create the immersive 
storytelling environment. Doing so alloWs the storytelling 
devices 110 to access the controller 120 using any netWork 
connected to the cloud (e.g., the Internet). 
[0091] Additionally, With respect to softWare, embodi 
ments may include features such as abstraction layers and 
virtual machines that alloW applications and media to play on 
a multitude of hardWare platforms and devices. For example, 
embodiments could employ a softWare architecture imple 
mented in execution of processors and input/output devices, 
having as a minimum an application layer, a middleWare layer 
and a kernel layer. Furthermore, the data interfaces and API’ s 
betWeen these different layers could utiliZe abstractions that 
are agnostic as to the speci?c hardWare and I/O devices, 
alloWing a “Write once port many” environment. 

[0092] Similarly, embodiments could include middleWare, 
such as frameWorks, libraries and other utilities that alloW 
anyone skilled in scripting and programming to quickly cre 
ate storytelling scripts and experiences using pre-fabricated 
“building blocks” that are provide for e?icient coding and 
runtime operation. Generally, such abstractions and virtual 
machines may enable the storytelling environment to inter 
face easily With legacy media devices and platforms such as 
television, e-books and Websites. 
[0093] In one embodiment, the storytelling system archi 
tecture is modular With respect to the controller 120, such that 
the system can function equally as Well regardless of Whether 
the storytelling controller 120 is a centraliZed controller, a 
remote, cloud controller or a distributed controller imple 
mented through a mesh netWork in Which individual device 
communicate in a peer-to-peer mode to cooperate in provid 
ing a multi-element storytelling experience. Additionally, any 
individual storytelling element (e.g., a storytelling device 110 
such as a magic lamp), may at different times operate either as 
a stand-alone device, a device that synchronizes With a legacy 
media device (e.g., a TV, a video game platform, an eBook 
reader, etc.), a device that cooperates through peer-to-peer 
communication With another device (e.g., another storytell 
ing device 110), a device that is controlled by a centraliZed 
story controller, and/ or a device that is controlled by a remote 
cloud controller. In this fashion, a single storytelling device 
could function in either a thin client (i.e., Where the bulk of 
processing is performed locally) or fat client mode (i.e., 
Where the bulk of processing is performed locally) in a peer 
to-peer mesh netWork topology, a hub-and-spoke star topol 
ogy, a ring topology, a vir‘tualiZed cloud topology, or more 
generally any topology, knoWn or unknoWn, consistent With 
the functionality described herein. 
[0094] As discussed above, in one embodiment, at least one 
of the storytelling devices is an augmented reality device. An 
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example of augmented reality device according to one 
embodiment described herein is shoWn in FIG. 8. Here, the 
augmented reality device 800 includes, Without limitation, a 
processor 810, storage 815, memory 820, I/O devices 835, a 
netWork interface 840, camera devices 845, a display devices 
850 and an accelerometer device 855. Generally, the proces 
sor 810 retrieves and executes programming instructions 
stored in the memory 820. Processor 810 is included to be 
representative of a single CPU, multiple CPUs, a single CPU 
having multiple processing cores, GPUs having multiple 
execution paths, and the like. The memory 820 is generally 
included to be representative of a random access memory. 
The netWork interface 840 enables the augmented reality 
device 800 to connect to a data communications netWork 
(e.g., Wired Ethernet connection or an 802.11 Wireless net 
Work). Further, While the depicted embodiment illustrates the 
components of a particular augmented reality device, one of 
ordinary skill in the art Will recogniZe that storytelling devices 
may use a variety of different hardWare architectures. More 
over, it is explicitly contemplated that embodiments may be 
implemented using any device or computer system capable of 
performing the functions described herein. 

[0095] The memory 820 represents any memory su?i 
ciently large to hold the necessary programs and data struc 
tures. Memory 820 could be one or a combination of memory 
devices, including Random Access Memory, nonvolatile or 
backup memory (e.g., programmable or Flash memories, 
read-only memories, etc.). In addition, memory 820 and stor 
age 815 may be considered to include memory physically 
located elseWhere; for example, on another computer com 
municatively coupled to the augmented reality device 800. 
Illustratively, the memory 820 includes an augmented reality 
component 825 and an operating system 830. The operating 
system 830 generally controls the execution of application 
programs on the augmented reality device 800. Examples of 
operating system 830 include UNIX, a version of the 
Microsoft Windows@ operating system, and distributions of 
the Linux® operating system. Additional examples of oper 
ating system 830 include custom operating systems for gam 
ing consoles, including the custom operating systems for 
systems such as the Nintendo DS® and Sony PSP®. 

[0096] The I/O devices 835 represent a Wide variety of 
input and output devices, including displays, keyboards, 
touch screens, and so on. For instance, the I/O devices 835 
may include a display device used to provide a user interface. 
As an example, the display may provide a touch sensitive 
surface alloWing the user to select different applications and 
options Within an application (e.g., to select an instance of 
digital media content to vieW). Additionally, the I/O devices 
835 may include a set of buttons, sWitches or other physical 
device mechanisms for controlling the augmented reality 
device 800. Additionally, the I/O devices 835 could include 
mechanized components or other components that enable the 
augmented reality device 800 to take a physical action (e. g., 
vibrating, Walking around the room, gesturing, facial expres 
sions, etc.). 
[0097] Generally, the augmented reality component 825 is 
con?gured to capture one or more frames of a physical envi 
ronment using the cameras 845 and to display an augmented 
depiction of these frames on the display 850. For instance, 
assume that the user aims the camera(s) 845 toWards a table, 
such that the table surface is depicted on the display 850 of the 
device 800. In addition to depicting the physical environment, 
the augmented reality component 825 could be con?gured to 
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augment the displayed scene to include one or more virtual 
objects. As an example, the augmented reality component 
825 could display a series of frames depicting an animated 
virtual character moving around on the surface of the table. 
The augmented reality component 825 can also be con?gured 
to augment the depicted real-World scene by removing one or 
more objects from the scene. 

[0098] For example, an augmented reality device could 
capture a series of images of a coffee cup sitting on top of a 
table, modify the series of images so that the coffee cup 
appears as an animated cartoon character and display the 
modi?ed series of images in real-time to a user. As such, When 
the user looks at the augmented reality device, the user sees an 
augmented vieW of the physical real-World environment in 
Which the user is located. 

[0099] SoftWare on the augmented device may use such a 
camera device(s) to capture a visual scene of a physical envi 
ronment (e.g., using one or more cameras on the augmented 
reality device). For instance, the softWare could capture a 
visual scene that includes a ?rst user. Additionally, the soft 
Ware could receive visual scene data for a second user from a 

second augmented reality device. Here, the visual scene data 
could be captured using one or more cameras on or connected 
to the second augmented reality device. The visual scene data 
for the second user could be transmitted, for example, across 
a physical connection betWeen the tWo augmented reality 
devices, a Wireless connection betWeen the tWo augmented 
reality devices (e.g., a Bluetooth connection), or across a 
netWork (e.g., the Internet). 
[0100] The softWare could then render a sequence of 
frames for display Which depict the ?rst user and the second 
user in an augmented reality World. For instance, the softWare 
could render the depiction of the ?rst user based on the visual 
scene captured on the augmented reality device, and could 
render the depiction of the second user based on the visual 
scene data received from the second augmented reality 
device. The rendered sequence of frames could then be dis 
played on one or more display devices connected to the aug 
mented reality device. Advantageously, doing so provides an 
augmented reality World in Which multiple users may exist 
and interact With one another. 

[0101] In the preceding, reference is made to embodiments 
of the invention. HoWever, the invention is not limited to 
speci?c described embodiments. Instead, any combination of 
the folloWing features and elements, Whether related to dif 
ferent embodiments or not, is contemplated to implement and 
practice the invention. Furthermore, although embodiments 
of the invention may achieve advantages over other possible 
solutions and/or over the prior art, Whether or not a particular 
advantage is achieved by a given embodiment is not limiting 
of the invention. Thus, the preceding aspects, features, 
embodiments and advantages are merely illustrative and are 
not considered elements or limitations of the appended claims 
except Where explicitly recited in a claim(s). LikeWise, refer 
ence to “the invention” shall not be construed as a generali 
Zation of any inventive subject matter disclosed herein and 
shall not be considered to be an element or limitation of the 
appended claims except Where explicitly recited in a claim(s). 
[0102] Aspects of the present invention may be embodied 
as a system, method or computer program product. Accord 
ingly, aspects of the present invention may take the form of an 
entirely hardWare embodiment, an entirely softWare embodi 
ment (including ?rmWare, resident softWare, micro-code, 
etc.) or an embodiment combining softWare and hardWare 






