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USER-GUIDED OBJECT IDENTIFICATION 

BACKGROUND 

[0001] Users are increasingly utilizing electronic devices to 
obtain various types of information. For example, a user 
Wanting to obtain information about a book can capture an 
image of the cover of the book and upload that image to a 
book identi?cation service for analysis. In many cases, the 
cover image Will be matched against a set of tWo-dimensional 
images including vieWs of objects from a particular orienta 
tion. While books are relatively easy to match, as a user Will 
generally capture an image of the cover of the book With the 
cover relatively centered and upright in the image, other 
objects are not as straightforward. For example, an object 
such as a pair of boots might be imaged from several different 
orientations, With many of those orientations not matching 
the orientation of the stored image for that type or style of 
boot. Similarly, objects such as shirts typically have images 
stored that shoW the shirt ?at on a surface, Which can have a 
signi?cantly different shape than When the shirt is being 
Worn. Further, single tWo-dimensional images typically do 
not provide any information about dimension or scale, such 
that an image matching algorithm might not be able to deter 
mine the difference betWeen a model airplane and the corre 
sponding actual airplane. These differences in orientation, 
siZe, and shape, among other such differences, can prevent 
accurate matches from being located for various images cap 
tured by a user. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0002] Various embodiments in accordance With the 
present disclosure Will be described With reference to the 
draWings, in Which: 
[0003] FIG. 1 illustrates an example environment in Which 
aspects of the various embodiments can be that can be uti 

liZed; 
[0004] FIG. 2 illustrates example display that can be pre 
sented in accordance With various embodiments: 

[0005] FIG. 3 illustrates example system for identifying 
items and providing information about those items that can be 
utiliZed in accordance With various embodiments; 

[0006] FIGS. 4(a), 4(1)), 4(0), 4(d), 4(e), and 4(f) illustrate 
example images of objects that can be captured and analyZed 
in accordance With various embodiments; 
[0007] FIGS. 5(a), 5(b), and 5(e) illustrate an example 
approach to guiding a user to capture an image of an object 
from a certain orientation and With a certain scale that can be 
used in accordance With various embodiments; 
[0008] FIGS. 6(a) and 6(b) illustrate an example approach 
to determining an appropriate orientation guide that can be 
used in accordance With various embodiments; 
[0009] FIGS. 7(a), 7(1)), 7(0), and 7(d) illustrate an example 
approach to obtaining additional information from a user to 
assist in a matching process in accordance With various 
embodiments; 
[0010] FIGS. 8(a) and 8(b) illustrate an example approach 
to guiding a user to capture image information over a range of 
vieWing angles that can be used in accordance With various 
embodiments; 
[0011] FIG. 9 illustrates an example process for determin 
ing information about an object imaged by a user that can be 
utiliZed in accordance With various embodiments; 
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[0012] FIG. 10 illustrates an example device that can be 
used to implement aspects of the various embodiments; 

[0013] FIG. 11 illustrates example components of a client 
device such as that illustrated in FIG. 10; and 

[0014] FIG. 12 illustrates an environment in Which various 
embodiments can be implemented. 

DETAILED DESCRIPTION 

[0015] Systems and methods in accordance With various 
embodiments of the present disclosure overcome one or more 
of the above-referenced and other de?ciencies in conven 
tional approaches to identifying various types of items or 
objects using an electronic device. In particular, various 
embodiments enable a user to capture image information 
(e.g., still images or video) about an object of interest and 
receive information about items that are determined to match 
that object based at least in part on the image information. 
Further, various embodiments can attempt to assist or guide a 
user in capturing images that shoW the object in an orientation 
that is likely to produce more accurate matching results. For 
example, a computing device can provide an outline or other 
orientation guide of a type of object to provide the user With 
a sense of the relative direction and distance the user should 
be from the object in order to capture an image that Will have 
an orientation and scale that corresponds to objects of that 
type as stored in images in an image data store or other such 
location. In some embodiments, the user can select from a set 
of distinct outlines that correspond to the outline of a speci?c 
type of object, and the selected outline can help to narroW 
doWn the search space When attempting to locate a potential 
match. Further, various embodiments can prompt the user for 
additional information as necessary to attempt to narroW 
search categories or improve matching results for one or more 
objects in the captured image information. Embodiments also 
can alloW for additional information to be captured and/or 
provided, such as by utiliZing stereoscopic imaging With a 
stereo matching process, or by capturing and analyZing mul 
tiple frames using a multi-frame matching process. 

[0016] In at least some embodiments, a computing device 
can communicate With at least one matching service in order 
to attempt to identify objects in the captured image informa 
tion (although in some embodiments at least a portion of the 
matching can be done on the computing device itself). The 
device can upload, stream, or otherWise transfer image infor 
mation (e.g., the captured image or data resulting from pro 
cessing the image), either automatically or in response to user 
action, Which can direct at least a portion of the image infor 
mation to one or more image analysis services (or devices, or 
modules, etc.). Other types of data also can be supplied as 
Well in some embodiments, as may include structured light 
data, three-dimensional information, distance data, light ?eld 
camera data, Wavefront coding data, and the like. An image 
analysis service can include one or more algorithms for 
matching image information image information stored for a 
variety of objects. The matching service can aggregate the 
results from the image analysis service(s), and can provide 
information about the results as a set of matches or results to 
be displayed to a user in response to an identify request. The 
matching service can also utiliZe one or more information 
aggregators or other such services that are capable of obtain 
ing additional information for each of the results and provide 
that information to the user. The additional information can 
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include, for example, descriptions, contact information, 
availability, location data, pricing information, and other such 
information. 

[0017] Various other functions and advantages are 
described and suggested beloW as may be provided in accor 
dance With the various embodiments. 

[0018] FIG. 1 illustrates an example environment 100 in 
Which aspects of the various embodiments can be imple 
mented. In this example, a user 102 is in a store that sells 
books, and is interested in obtaining information about a book 
110 of interest. Using an appropriate application executing on 
a computing device 104, the user is able to obtain an image of 
the book 110 by positioning the computing device such that 
the book is Within a ?eld of vieW 108 of at least one camera 
106 of the computing device. Although a portable computing 
device (e. g., an electronic book reader, smart phone, or tablet 
computer) is shoWn, it should be understood that any elec 
tronic device capable of receiving, determining, and/or pro 
cessing input can be used in accordance With various embodi 
ments discussed herein, Where the devices can include, for 
example, desktop computers, notebook computers, personal 
data assistants, video gaming consoles, television set top 
boxes, and portable media players, among others. 
[0019] In this example, a camera 106 on the device 104 can 
capture image information including the book 110 of interest, 
and at least a portion of the image can be displayed on a 
display screen 112 of the computing device. At least a portion 
of the image information can be analyZed and, upon a match 
being located, identifying information can be displayed back 
to the user via the display screen 112 of the computing device 
104. The portion of the image to be analyZed can be indicated 
manually, such as by a user pointing to the book on the screen 
or draWing a bounding box around the book. In other embodi 
ments, one or more image analysis algorithms can attempt to 
automatically locate one or more objects in an image. In some 
embodiments, a user can manually cause image information 
to be analyZed, While in other embodiments the image infor 
mation can be analyZed automatically, either on the device or 
by transferring image data to a remote system or service as 
discussed later herein. 

[0020] FIG. 2 illustrates an example of a type of informa 
tion 204 that could be displayed to the user via a display 
screen 202 of a computing device 200 in accordance With 
various embodiments. In this example, the image captured by 
the user has been analyZed and related information 204 is 
displayed on the screen. The “related” information as dis 
cussed elseWhere herein can include any information related 
to an object, item, product, or other element that is matched 
(Within at least a level of con?dence) to the image data using 
one or more matching or identifying algorithms, or other such 
approaches. These can include, for example, image recogni 
tion algorithms, object identi?cation algorithms, facial rec 
ognition algorithms, or any other such approaches or tech 
niques. The displayed information in this example includes 
the title of the located book, an image of the book (as captured 
by the user or otherWise obtained), pricing and description 
information, and revieW information. Also as shoWn are 
options to purchase the book, as Well as options for various 
other versions or forms of that content, such as a paperback 
book or digital doWnload. The type of information displayed 
(or otherWise conveyed) can depend at least in part upon the 
type of content located or matched. For example, a located 
book might include author and title information, as Well as 
formats in Which the book is available. For facial recognition, 
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the information might include name, title, and contact infor 
mation. Various other types of information can be displayed 
as Well Within the scope of the various embodiments. 

[0021] As discussed, information such as that illustrated in 
FIG. 2 can be located by streaming (or otherWise transferring) 
an image, video, and/or other electronic data to a system or 
service operable to ?nd one or more potential matches for that 
data and provide related information for those potential 
matches. FIG. 3 illustrates an example environment 300 in 
Which such information can be located and transferred in 
accordance With various embodiments. In this example, a 
user is able to capture one or more types of information using 
at least one computing device 302. For example, a user can 
cause a device to capture audio and/or video information 
around the device, and can send at least a portion of that audio 
and/or video information across at least one appropriate net 
Work 304 to attempt to obtain information for one or more 
objects, persons, or occurrences Within a ?eld of vieW of the 
device. The netWork 304 can be any appropriate netWork, 
such as may include the Internet, a local area netWork (LAN), 
a cellular netWork, and the like. The request can be sent to an 
appropriate content provider 306, as may provide one or more 
services, systems, or applications for processing such 
requests. The information can be sent by streaming or other 
Wise transmitting data as soon as it is obtained and/or ready 
for transmission, or can be sent in batches or through periodic 
communications. In some embodiments, the computing 
device can invoke a service When a suf?cient amount of image 
data is obtained in order to obtain a set of results. In other 
embodiments, image data can be streamed or otherWise trans 
mitted as quickly as possible in order to provide near real 
time results to a user of the computing device. 

[0022] In this example, the request is received to a netWork 
interface layer 308 of the content provider 306. The netWork 
interface layer can include any appropriate components 
knoWn or used to receive requests from across a netWork, such 
as may include one or more application programming inter 
faces (APIs) or other such interfaces for receiving such 
requests. The netWork interface layer 308 might be oWned 
and operated by the provider, or leveraged by the provider as 
part of a shared resource or “cloud” offering. The netWork 
interface layer can receive and analyZe the request, and cause 
at least a portion of the information in the request to be 
directed to an appropriate system or service, such as a match 
ing service 310 as illustrated in FIG. 3. A matching service in 
this example includes components operable to receive image 
data about an object, analyZe the image data, and return 
information relating to people, products, places, or things that 
are determined to match objects in that image data. 

[0023] The matching service 310 in this example can cause 
information to be sent to at least one identi?cation service 
314, device, system, or module that is operable to analyZe the 
image data and attempt to locate one or more matches for 
objects re?ected in the image data. In at least some embodi 
ments, an identi?cation service 314 Will process the received 
data, such as to extract points of interest or unique features in 
a captured image, for example, then compare the processed 
data against data stored in a matching data store 320 or other 
such location. In other embodiments, the unique feature 
points, image histograms, or other such information about an 
image can be generated on the device and uploaded to the 
matching service, such that the identi?cation service can use 
the processed image information to perform the match With 
out a separate image analysis and feature extraction process. 
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Certain embodiments can support both options, among oth 
ers. The data in an image matching data store 320 might be 
indexed and/or processed to facilitate With matching, as is 
knoWn for such purposes. For example, the data store might 
include a set of histograms or feature vectors instead of a copy 
of the images to be used for matching, Which can increase the 
speed and lower the processing requirements of the matching. 
Approaches for generating image information to use for 
image matching are Well knoWn in the art and as such Will not 
be discussed herein in detail. 

[0024] The matching service 310 can receive information 
from each contacted identi?cation service 314 as to Whether 
one or more matches could be found With at least a threshold 

level of con?dence, for example, and can receive any appro 
priate information for a located potential match. The infor 
mation from each identi?cation service can be analyZed and/ 
or processed by one or more applications of the matching 
service, such as to determine data useful in obtaining infor 
mation for each of the potential matches to provide to the user. 
For example, a matching service might receive bar codes, 
product identi?ers, or any other types of data from the iden 
ti?cation service(s), and might process that data to be pro 
vided to a service such as an information aggregator service 
316 that is capable of locating descriptions or other content 
related to the located potential matches. 

[0025] In at least some embodiments, an information 
aggregator might be associated With an entity that provides an 
electronic marketplace, or otherWise provides items or con 
tent for consumption (e. g., purchase, rent, lease, or download) 
by various customers. Although products and electronic com 
merce are presented in this and other examples presented, it 
should be understood that these are merely examples and that 
approaches presented in the present disclosure can relate to 
any appropriate types of objects or information as discussed 
and suggested elseWhere herein. In such an instance, the 
information aggregator service 316 can utiliZe the aggregated 
data from the matching service 310 to attempt to locate prod 
ucts, in a product data store 324 or other such location, Which 
are offered through the marketplace and that match, or are 
otherWise related to, the potential match information. For 
example, if the identi?cation service identi?es a book in the 
captured image or video data, the information aggregator can 
attempt to determine Whether there are any versions of that 
book (physical or electronic) offered through the market 
place, or at least for Which information is available through 
the marketplace. In at least some embodiments, the informa 
tion aggregator can utiliZe one or more suggestion algorithms 
or other such approaches to attempt to determine related 
elements that might be of interest based on the determined 
matches, such as a movie or audio tape version of a book. In 
some embodiments, the information aggregator can return 
various types of data (or metadata) to the environmental infor 
mation service, as may include title information, availability, 
revieWs, and the like. For facial recognition applications, a 
data aggregator might instead be used that provides data from 
one or more social netWorking sites, professional data ser 
vices, or other such entities. In other embodiments, the infor 
mation aggregator might instead return information such as a 
product identi?er, uniform resource locator (URL), or other 
such digital entity enabling a broWser or other interface on the 
client device 302 to obtain information for one or more prod 
ucts, etc. The information aggregator can also utiliZe the 
aggregated data to obtain various other types of data as Well. 
Information for located matches also can be stored in a user 
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data store 322 of other such location, Which can be used to 
assist in determining future potential matches or suggestions 
that might be of interest to the user. Various other types of 
information can be returned as Well Within the scope of the 
various embodiments. 

[0026] The matching service 310 can bundle at least a por 
tion of the information for the potential matches to send to the 
client as part of one or more messages or responses to the 

original request. In some embodiments, the information from 
the identi?cation services might arrive at different times, as 
different types of information might take longer to analyZe, 
etc. In these cases, the matching service might send multiple 
messages to the client device as the information becomes 
available. The potential matches located by the various iden 
ti?cation services can be Written to a log data store 312 or 
other such location in order to assist With future matches or 
suggestions, as Well as to help rate a performance of a given 
identi?cation service. As should be understood, each service 
can include one or more computing components, such as at 

least one server, as Well as other components knoWn for 
providing services, as may include one or more APIs, data 
storage, and other appropriate hardWare and softWare com 
ponents. 
[0027] It should be understood that, although the identi? 
cation services are shoWn to be part of the provider environ 
ment 306 in FIG. 3, that one or more of these identi?cation 
services might be operated by third parties that offer these 
services to the provider. For example, an electronic retailer 
might offer an application that can be installed on a comput 
ing device for identifying music or movies for purchase. 
When a user transfers a video clip, for example, the provider 
could forWard this information to a third party Who has soft 
Ware that specialiZes in identifying objects from video clips. 
The provider could then match the results from the third party 
With items from the retailer’s electronic catalog in order to 
return the intended results to the user as one or more digital 

entities, or references to something that exists in the digital 
World. In some embodiments, the third party identi?cation 
service can be con?gured to return a digital entity for each 
match, Which might be the same or a digital different digital 
entity than Will be provided by the matching service to the 
client device 302. 

[0028] As mentioned, hoWever, the information used for 
image matching typically corresponds to an image of an 
object taken from a particular orientation. While image 
matching algorithms can attempt to account for a small 
amount of deviation in orientation, it Will be unlikely that an 
image of a coffee table taken from the top Will be able to 
match stored information for that coffee table Where that 
information corresponds to an image taken from the side of 
the coffee table, as the unique features of the side of the table 
Will generally not be present in a top vieW of the table. On the 
other hand, if a system is able to identify the table as a coffee 
table and determine information such as the type of Wood or 
?nish, as Well as various styling or design information, there 
might be enough information present to at least determine a 
type of object and locate one or more similar items. Depend 
ing at least in part upon the user’s intent, a similarity match 
might be desirable in at least some embodiments. 

[0029] Further, there can be various shapes and siZes of 
items of the same or similar types, and certain types of item 
might be deformable as Well. As an example, FIG. 4(a) illus 
trates an example image 400 of a shoe 402 that can be cap 
tured and utiliZed in accordance With various embodiments. 
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The shoe is shown With a particular orientation, as may be 
used by an electronic retailer or other such provider to display 
objects in an electronic marketplace. Such an orientation also 
can be used for matching, as the perspective vieW provides 
information about the general shape of the object, and shoes 
the side and tongue of the shoe, Which are likely places for any 
logo or distinctive markings. FIG. 4(b) illustrates another 
example image 410 shoWing a different shoe With substan 
tially the same orientation. An image, feature, contour, or 
other such matching algorithm can analyZe such an image and 
determine With relative certainty that shoes 402, 412 in the 
tWo images 402, 412 are not the same. As Will be discussed 
later herein, hoWever, those shoes 402, 412 have signi?cantly 
different shapes, Which can affect accuracy of orientation and 
scale determination among other such features When attempt 
ing to capture an appropriate image. 

[0030] Various complications can arise, hoWever, When 
users capture images from different orientations. For 
example, FIG. 4(c) illustrates an example image 420 of a boot 
422 that can be captured in accordance With various embodi 
ments. Even though a user might think the orientation is 
appropriate, unless the algorithm or matching service has a 
Way to determine that the boot image is mirrored With respect 
to the normal orientation of FIG. 4(a), the algorithm might not 
be able to ?nd a match even if there is matching information 
for that boot (or a similar hoot). Further, the siZe of the boot 
can be signi?cantly different than that of a shoe, such that a 
different scale image or distance might be needed for the 
matching, but the user Would generally have no Way of knoW 
ing this information. FIG. 4(d) shoWs another image 430 of a 
shoe 432 that can be captured in accordance With various 
embodiments. As can be seen, the orientation is signi?cantly 
different than the standard orientation of FIG. 4(a). Due to the 
different orientation, a matching algorithm might not even be 
able to identify this object as a shoe, let alone determine the 
particular style. A user might be tempted to take such an 
image if the user sees a person Wearing those shoes or sees 
them in a display WindoW, Without knoWing that the matching 
algorithms may not be able to match objects from that orien 
tation. A similar issue can arise With the shoes 442 of the 
image 440 of FIG. 4(e), in that there are tWo shoes taken from 
an orientation similar to hoW the user Would actually Wear the 
shoes. An algorithm might not be able to recogniZe either 
object as a shoe, and may or may not be able to determine that 
these are tWo related objects that correspond to a single item. 
A user might take such a vieW When attempting to locate 
information about the shoes the user is Wearing, for example. 
Yet another issue is illustrated in FIG. 40‘). In this image 450, 
the shoe 452 is bent such that at least a portion 454 of the shoe 
has a different shape from a standard shape. Such variation 
can create dif?culties With a matching process. Further, 
although algorithms can attempt to account for variations in 
lighting and other such factors, additional objects in the 
image such as shadoWs 456, stickers, Writing, and the like can 
potentially affect the matching process by changing the deter 
mined shape, coloration, texture, or other such aspect of the 
object. 
[0031] A matching service could obtain and analyZe mul 
tiple images of each object to be matched, Which could 
include images taken from the top, bottom, each side, and 
various angles With respect to an object, as Well as differently 
shaped states of the object (Where possible). Such an 
approach can greatly increase the amount of image process 
ing, data storage, and image comparison that must be per 
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formed, hoWever, and can be very time consuming, such that 
the approach can be at least impractical for many providers. 
[0032] Approaches in accordance With various embodi 
ments instead attempt to guide or assist the user in capturing 
image information in a Way that improves the likelihood of a 
matching process being able to determine one or more poten 
tial matches. For example, FIG. 5(a) illustrates an example 
state 500 of a computing device Wherein the user is capturing 
image (e.g., video) information of a shoe 502 and the image 
information is concurrently displayed on a display screen of 
the computing device. As illustrated, the image information 
shoWs the shoe in a front/top vieW, Which Would likely not be 
able to be successfully matched to a library of shoe images 
taken from a particular side of each shoe. 
[0033] In this example, hoWever, the computing device is 
con?gured to provide an orientation guide 504 to assist the 
user in properly orienting the camera of the computing device 
With respect to the shoe. In this particular example, the ori 
entation guide takes the form of a graphical outline of a shoe, 
although various graphical, video, and/ or animated elements 
could be provided to assist With orientation in accordance 
With the various embodiments. Further, the graphical orien 
tation guide might not take the form of the type of object 
being image in various embodiments, instead providing 
information about a general orientation and scale, or other 
such information. 
[0034] In FIG. 5(a), it can be seen from the orientation 
guide 504 that the shoe has a non-optimal orientation in the 
image, and is further aWay from the device than desired such 
that the shoe siZe is about half What is suggested. While at 
least some variation in scale can be handled by the image 
analysis algorithms and matching algorithms, the image 
should be of su?icient siZe to shoW the necessary level of 
detail and the object should not be so close that only a portion 
of the object is shoWn in the image, Which might prevent a 
successful match from being located. By vieWing information 
for the current ?eld of vieW of the camera and the orientation 
guide at the same time, the user can determine that the user 
needs to get closer to the shoe and either move the camera or 
the shoe in order to provide the suggested orientation. After 
making the necessary adjustments, the shoe 502 can be sub 
stantially aligned With the orientation guide, as illustrated in 
FIG. 5(b). When the user is satis?ed that the object has an 
appropriate orientation per the orientation guide, the user can 
select an element or button, squeeze the device, make a ges 
ture, or perform another such action to cause an image to be 
captured and processed, such as illustrated by the state 520 of 
the device in FIG. 5(c). As mentioned elseWhere herein, hoW 
ever, the device might continually capture and analyZe infor 
mation such that the user does not have to manually cause an 
image to be captured. Similarly, an algorithm might be 
executing on the device such that When an object is deter 
mined to substantially match the shape and siZe of the orien 
tation guide, the device can automatically cause an image to 
be captured. As can be seen in 

[0035] FIG. 5(c), the shoe is in substantially the desired 
orientation, and it can be much more likely to ?nd a match for 
the image of FIG. 5(c) than if the image had been captured 
With the orientation of the shoe in FIG. 5(a). 
[0036] The type of orientation guide to display can be deter 
mined in a number of different Ways. For example, a user 
might navigate to a particular category or type of item before 
attempting to capture image information. In some embodi 
ments, the user might use an application that is speci?c to a 
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type of item, such as an application relating to shoes or 
clothing. In some embodiments, a user might enter a search 
query or term that can be used to determine an appropriate 

category or type of item. In some embodiments, current con 
textual information might be used to determine an appropri 
ate type of orientation guide. For example, if a global posi 
tioning system (GPS) or other location-determining 
component of the computing device provides information 
enabling the device to determine that the computing device is 
in a shoe store, the device can display a default shoe-related 
orientation guide. Similarly, if the device is in a bicycle shop 
and is able to determine from a Wireless network connection 
or other such mechanism that the device is in a bicycle shop, 
the device can load a default bicycle orientation guide. The 
user also can provide input for a type of device or category 
using any approach knoWn or used to provide information to 
a computing device, as may include text entry, gesture or 
motion entry, voice commands, and the like. In some embodi 
ments, the device might automatically capture and analyZe 
image information about its surroundings to attempt to iden 
tify one or more types of object nearby, Which the device can 
use to select an appropriate orientation guide. 

[0037] In at least some embodiments, an application 
executing on the device (or in communication With the 
device) might select a set of group of orientation guides that 
can be presented to the user to assist the user in capturing 
information useful for image-based matching. For example, a 
device determining that the user is likely interested in shoes 
might load a set of templates containing different shoe out 
lines, such as outlines for basic shoes, boots, heels, sandals, 
and the like. The device then can attempt to match these 
outlines to the shape of an object being imaged by the device, 
or the user can manually select an appropriate outline. FIG. 
6(a) illustrates an example state 600 of a device in accordance 
With at least one embodiment, Wherein the user is capturing 
an image of a type of shoe 602 that does not match the default 
orientation guide 604 for the shoe category. In this example, 
the user is able to select an element 606, make a sWipe motion, 
or perform another such action that enables the user to scroll 
or cycle through various orientation guides for the shoe cat 
egory until the user locates the orientation guide that is most 
like the object being imaged, or at least provides the most 
guidance With respect to direction and scale. As discussed 
previously, a shoe outline 604 may not provide enough guid 
ance for a user capturing an image of a boot 602, as the user 
might not be sure Whether to make the siZe of the Whole boot 
match the siZe of the shoe outline, or just the “foot” portion of 
the boot, such that the overall boot might be substantially 
larger in the image than the outline. In this example, the user 
is able to scroll through the outlines until the user ?nds a boot 
outline 612, as illustrated in the example state 610 of FIG. 
6(b). Even though for objects such as shoes the user can likely 
determine a reasonable direction based on the orientation 
guide, displaying an appropriate orientation guide can help 
the user to determine a reasonable scale as Well. In some 

cases, a system might automatically extract a possible outline 
for What it guesses is the object to be identi?ed, and use the 
pre-stored outline that most closely matches this extracted 
outline as the ?rst outline to shoW the user. The system may 
also be able to determine the orientation of the object based on 
the outline, or some other visual cues, and give the user 
explicit instructions on hoW to reorient the device relative to 
the object in order to get the proper image for identi?cation, 
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[0038] While having the proper orientation guide might not 
seem critical for shoes, choosing the correct outline for a type 
of shoe can signi?cantly decrease the burden on the identi? 
cation service and improve the quality of the results. Further, 
although any shoe outline can arguably provide a primary 
direction and at least some sense of scale, there are various 
other categories Where determining an appropriate outline 
can be more important. For example, a “tools” category might 
have outlines for everything from thumbtacks to chainsaWs to 
drill presses. Even a sub-category such as “saWs” might have 
hand saWs, circular saWs, andband saWs, Which each can have 
signi?cantly different siZes and shapes. Thus, it can be more 
important for certain categories of items to select the appro 
priate orientation guide. Further, there might be multiple sub 
categories for a type of item and it can be desirable for at least 
some embodiments to enable the user to select an appropriate 
sub-category in order to enable the device to provide a set of 
orientation guides that are closer to the actual type of object. 

[0039] In some embodiments, a user might open a search 
tool or application and enter one or more terms relating to the 
type of object, such as “running shoe” or “pool table.” The 
search tool can present a list of search results to the user, 
Which might include hundreds or thousands of results. The 
search tool might also recogniZe that those query terms relate 
to an object that is, or might be, in the catalog of images 
available for matching. In at least some cases, the tool can 
display a camera icon or other such indicator to notify the user 
that capturing an image of the item can help provide more 
accurate results. If the customer selects that icon in at least 
some embodiments, a live video display of a camera vieW of 
the device can be activated. As discussed, an outline or other 
orientation guide for a type of object associated With the 
query term(s) also can be displayed over the live feed, such 
that the customer can determine hoW to best position the 
camera With respect to the object. Conventional or similar 
object recognition technology then can be used to identify the 
object shoWn in the captured image information. The cus 
tomer can also be presented With other options, such as to 
purchase the type of object, place the type of object on a Wish 
list, post information about that object to a social netWork, 
and the like. Such an approach enables the user to ?nd accu 
rate results Without having to Wade through all the query 
based search results or enter in additional search criteria. 
Such an approach also helps mitigate the limitations of con 
ventional planar-surface matching algorithms and other such 
approaches by prompting the customer to capture images of 
items from a speci?c distance and in a speci?c orientation for 
those algorithms. Such an approach also takes advantage of 
the fact that humans are often better than computers at general 
object categorization, While computer vision is often better at 
identifying subtle differences betWeen similar objects, 

[0040] In some embodiments the user can navigate to the 
appropriate sub-category before attempting to capture an 
image. In many cases, hoWever, the user either Will not knoW 
the proper sub-category or might not like having to go 
through a number of steps before capturing an image. 
Approaches in accordance With various embodiments can 
attempt to analyZe images using information that is available, 
and then prompt the user for additional information When 
needed. For example, FIG. 7(a) illustrates an example state 
700 of a computing device When an application or service is 
unable to locate appropriate match results for captured image 
information in accordance With at least one embodiment. In 
this example, a message is displayed to the user indicating 
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that su?icient match information could not be found. The 
device can then prompt the user to provide additional infor 
mation. In this example the interface displays a prompt for a 
type of the item being imaged, but various types of informa 
tion can be requested that can help to assist in the matching or 
analysis process. The user can provide the information in a 
number of different Ways. For example, in FIG. 7(a) there is 
a text box 702 that the user can use to type in the information. 
Similarly, there is an icon 704 indicating that the user can 
provide the information through voice input using 
approaches knoWn or used for such purposes. In some 
embodiments, a user must select the icon to activate voice 
input, to be taken to a state 710 such as that illustrated in FIG. 
7(b), Where graphical information 712 or other indicators can 
be provided to indicate to the user that voice input is active 
and that the user should speak the input to be detected by a 
microphone 714 or other audio capture element of the device. 
Voice recognition or another such process then can be used to 
determine the input using various algorithms used for such 
purposes. Various other approaches can be used as Well, such 
as are used for determining various sub-categories or aspects 
of various types of information. For example, as illustrated in 
the state 720 of FIG. 7(0) the user can select a sub-category or 
type of item from a scrollable list 722, or perform another 
such action. The device can then attempt to provide informa 
tion for a match based on each instance of additional infor 
mation, upon receiving a set of requested information, or at 
any other appropriate time. Additional requests can be uti 
liZed if su?icient matches still cannot be found, although a 
limit on the number of prompts might be utiliZe in order to 
avoid annoying the user or otherWise degrading the user expe 
rience. 

[0041] In at least some embodiments a user can be 
instructed to pan the camera around at least a portion of an 
object in order to provide a number of different vieWs of the 
object. Such an approach can be useful When, for example, an 
appropriate orientation guide is not available, suf?cient 
match results are unable to be obtained, or additional infor 
mation is otherWise unable to be obtained. For example, a 
user might be vieWing a shoe in a store WindoW and unable to 
obtain the desired orientation as indicated by the orientation 
guide. In such a case, the user can have the option and/or 
ability to pan the camera and capture video and/ or a series of 
images shoWing multiple vieWs of the object. Such informa 
tion can improve the ability of a matching process to match at 
least one of the vieWs, and in at least some embodiments at 
least a portion of a three-dimensional model can be generated 
that can be used to attempt to determine the type of obj ect for 
use in narroWing the search ?eld. If the camera has a gyro 
scope, inertial sensor, GPS, or other such position, motion, 
and/ or orientation-determining sensor, the device also can 
provide position information With the panned image informa 
tion that can help to determine scale. 

[0042] Various other components such as stereo cameras or 
distance sensors can help to determine scale as Well in accor 

dance With various embodiments, Which can help to provide 
more accurate results. In some embodiments, three-dimen 
sional models of various objects might also be stored that can 
be matched against the panned image information. 
[0043] In the example situation 800 of FIG. 8(a), instruc 
tions 802 are provided to a user, prompting the user to pan the 
camera around the object With at least a certain angular range 
or motion. The instructions can include an image, animation, 
video, text, audio, and/or other such forms of communication. 

Oct. 3, 2013 

In at least some embodiments, the user can select a capture 
option or element at the beginning and the end of the motion 
in order to capture video or a series of images. In other 
embodiments, the device might continually capture image 
information such that the user need not select any such ele 
ment or option. Various other approaches can be used as Well. 
As illustrated in the situation 810 of FIG. 8(b), the user can 
position a camera 816 of a computing device 814 such that a 
?eld of vieW of the camera contains the object of interest 812 
from a ?rst angle. The user can then move the computing 
device 814 at least partially around the object 812 While 
keeping the object Within the ?eld of vieW of the camera 816, 
such as by folloWing the illustrated trajectory 818. Various 
other trajectories can be used as Well as should be apparent in 
light of the present disclosure. The captured image informa 
tion can be uploaded at the end of the motion or during the 
motion, or can he processed on the device With information 
about the captured images or video being uploaded for analy 
sis. It should be understood, hoWever, that in at least some 
embodiments some or all of the matching can be done on the 
device itself, such as Where the device stores or has access to 
the matching information. 

[0044] FIG. 9 illustrates an example process 900 for locat 
ing matches for object in captured image data that can be 
utiliZed in accordance With various embodiments. It should 
be understood that there can be additional, feWer, or altema 
tive steps performed in similar or alternative orders, or in 
parallel, Within the scope of the various embodiments unless 
otherwise stated. In this example, an object identi?cation 
process or application is activated on a computing device. The 
identi?cation process can be activated manually by a user, 
such as by the user opening an application, or automatically 
by the device in response to a detected motion, location, or 
other such trigger. In other embodiments, object identi?ca 
tion might be active during various states of the device, such 
as an aWake state, a standby state, and the like. As part of the 
object identi?cation process, an indication of a category or 
type of item, or other such information, Will be received 902 
or otherWise obtained by the device. As discussed, this indi 
cation can be the result of a user selecting or inputting a 
category or type, a user entering a search term for a type of 
item in a search tool, a user navigating to a speci?c page or 
section of an interface related to that type of item, or the 
computing device determining a likely type of item based on 
location, surrounding items, or other such information. Vari 
ous other indications can be utiliZed as Well. In situations 
Where the user does not provide guidance and speci?c con 
textual information cannot be obtained, a default or last-used 
category might be used as a starting point. 

[0045] In response to determining information such as a 
type or category of object of interest, at least one orientation 
guide can be caused 904 to be displayed to the user via the 
computing device. In at least some embodiments, this can 
involve displaying a graphical element on a display screen of 
the computing device, Where the graphical element provides 
guidance as to a relative orientation of the object that may be 
more likely to be successful in the matching process. In at 
least some embodiments, the orientation guide can take the 
form of a graphical outline or partially-transparent vieW of the 
type of object from a particular point of vieW and With a 
certain siZe or scale that is optimal (or at least useful) for 
matching against images of that type of object. Various other 
types of orientation guide can be used as Well as discussed 
elseWhere herein. Any relevant image information captured 
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by a camera of the computing device can be enabled 906 to be 
displayed to the user With a currently selected orientation 
guide. By being able to vieW the image information and 
orientation guide together, in at least this embodiment, the 
user is able to move the relative position of the camera to the 
object (through movement of the camera and/or object) in 
order to cause the object to have a substantially similar ori 
entation and scale in the ?eld of vieW of the camera. The user 
also can be enabled 908 to select a different orientation guide 
if the currently selected guide is not appropriate, for example, 
such as Where the guide is for a different type of item or the 
orientation of the guide is not possible given the current 
environment. The user can have other options as Well, such as 
to ?ip or rotate the outline, With information about the action 
being used for subsequent processing of the captured image. 
As discussed, this can involve selecting from a menu, scroll 
ing through options, or performing another such action. The 
user can continue to reorient the camera, adjust the selected 
orientation guide, or perform other such actions until the user 
is satis?ed that the object is represented in the ?eld of vieW of 
the camera in a Way that Will likely produce a successful 
match. 

[0046] When the user is satis?ed With the orientation, or at 
another appropriate time, the user can cause image informa 
tion to be captured Which can be received 910 for analysis. As 
discussed, the image information can be captured manually or 
automatically, and the image information can be analyZed on 
the device and/or a remote system or service. An attempt can 
then be made 912 to match the image information, or data 
about the image information, against stored image informa 
tion. As discussed, this can involve an image-to-image com 
parison, a histogram or feature vector comparison, or any 
other such process knoWn or used for image matching. Also as 
discussed, selecting an appropriate outline can help to narroW 
the search space, in order to improve accuracy and increase 
the speed at Which results can be obtained. For example, a 
user selecting an outline for running shoes can eliminate all 
non-shoe objects from matching consideration, and can fur 
ther reduce the search space to a speci?c type of shoe. If at 
least one match is able to be found 914, information about the 
match can be provided 916 to the user. For example, infor 
mation about a type of object contained in the image can be 
transmitted for display on a display screen of the computing 
device. If at least one match cannot be found With an accept 
able level of con?dence or other such metric, or if the results 
otherWise do not meet some predetermined criteria, the 
device can be caused 918 to prompt the user for additional 
information, such as a category, sub-category, type, or other 
such information about the object, a distance, a location, or 
other such information that might be helpful in locating an 
appropriate match. For example, the user can be prompted for 
information that can help to narroW the context of the com 
puter vision and/or reduce the search space. The process can 
continue until an acceptable match is located and/or a user 
indicates that one of the suggested matches is suf?cient. In at 
least some embodiments, the user Will only be prompted for 
additional information up to a maximum number of times, in 
order to prevent a degrading of the user experience, etc. As 
discussed, information for related, similar, or suggested items 
or objects can be determined and presented as Well. 

[0047] As should be understood to one of ordinary skill in 
the art, the level of accuracy for a match can vary by category 
or type of item. For example, a user capturing an image of a 
compact disc might Want information about that speci?c 
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recording. A user capturing an image of a White t-shirt, hoW 
ever, might not care about the particular brand but may only 
Want to obtain information about White t-shirts With similar 
attributes. Computer vision might not be able to provide 
information such as brand and siZe for a t-shirt being imaged, 
but such information may not be important to users in at least 
some cases. Thus, different matching criteria or thresholds 
might be used for different categories or types of item or 
object. 
[0048] The types of object for Which the user captures 
images or otherWise indicates interest can also be stored for 
use in prioritizing orientation guides. For example, if a user 
alWays purchases running shoes and men’ s formal shoes then 
orientation guides for those types of shoes might be priori 
tiZed for that user over guides for boots or other types of item 
in that category. Further, the initial search space can be lim 
ited in at least some embodiments based on learned user 
interests and other such information. Default guides for the 
various categories might update accordingly. 
[0049] As discussed, such approaches can be used to iden 
tify various types of object, not just products or goods. For 
example, such a process can be used to identify animals, 
birds, statues, and people, among other such three-dimen 
sional objects. For any situation Where the matching utiliZes 
images taken With a particular orientation, guiding the user to 
capture images With the proper orientation can improve the 
accuracy and speed of a matching and/or identi?cation pro 
cess. Further, such approaches can recogniZe aspects such as 
the subtle differences betWeen various types of airline part, 
Which can be dif?cult for humans to discern. 

[0050] Also as discussed, various technologies can be used 
to assist With scale determinations as Well. For example, a 
“statue” category With an appropriate outline might result in 
a similar image being taken of a one foot high statue and a 
thirty foot tall statue. By using stereoscopic imaging, a dis 
tance sensor, or another such component or technology the 
device can obtain a better determination of scale, Which can 
help to discern betWeen similar objects of different scale. 
[0051] FIG. 10 illustrates an example electronic user device 
1000 that can be used in accordance With various embodi 
ments. Although a portable computing device (e.g., an elec 
tronic book reader or tablet computer) is shoWn, it should be 
understood that any electronic device capable of receiving, 
determining, and/or processing input can be used in accor 
dance With various embodiments discussed herein, Where the 
devices can include, for example, desktop computers, note 
book computers, personal data assistants, smart phones, 
video gaming consoles, television set top boxes, and portable 
media players. In this example, the computing device 1000 
has a display screen 1002 on the front side, Which under 
normal operation Will display information to a user facing the 
display screen (e.g., on the same side of the computing device 
as the display screen). The computing device in this example 
includes at least one camera 1004 or other imaging element 
for capturing still or video image information over at least a 
?eld of vieW of the at least one camera. In some embodiments, 
the computing device might only contain one imaging ele 
ment, and in other embodiments the computing device might 
contain several imaging elements. Each image capture ele 
ment may be, for example, a camera, a charge-coupled device 
(CCD), a motion detection sensor, or an infrared sensor, 
among many other possibilities. If there are multiple image 
capture elements on the computing device, the image capture 
elements may be of different types. In some embodiments, at 
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least one imaging element can include at least one Wide-angle 
optical element, such as a ?sh eye lens, that enables the 
camera to capture images over a Wide range of angles, such as 
l 80 degrees or more. Further, each image capture element can 
comprise a digital still camera, con?gured to capture subse 
quent frames in rapid succession, or a video camera able to 
capture streaming video. 
[0052] The example computing device 1000 also includes 
at least one microphone 1006 or other audio capture device 
capable of capturing audio data, such as Words or commands 
spoken by a user of the device. In this example, a microphone 
1006 is placed on the same side of the device as the display 
screen 1 002, such that the microphone Will typically be better 
able to capture Words spoken by a user of the device. In at least 
some embodiments, a microphone can be a directional micro 
phone that captures sound information from substantially 
directly in front of the microphone, and picks up only a 
limited amount of sound from other directions. It should be 
understood that a microphone might be located on any appro 
priate surface of any region, face, or edge of the device in 
different embodiments, and that multiple microphones can be 
used for audio recording and ?ltering purposes, etc. 
[0053] The example computing device 1000 also includes 
at least one orientation sensor 1008, such as a position and/or 
movement-determining element. Such a sensor can include, 
for example, an accelerometer or gyroscope operable to 
detect an orientation and/or change in orientation of the com 
puting device, as Well as small movements of the device. An 
orientation sensor also can include an electronic or digital 
compass, Which can indicate a direction (e.g., north or south) 
in Which the device is determined to be pointing (e.g., With 
respect to a primary axis or other such aspect). An orientation 
sensor also can include or comprise a global positioning 
system (UPS) or similar positioning element operable to 
determine relative coordinates for a position of the computing 
device, as Well as information about relatively large move 
ments of the device. Various embodiments can include one or 
more such elements in any appropriate combination. As 
should be understood, the algorithms or mechanisms used for 
determining relative position, orientation, and/ or movement 
can depend at least in part upon the selection of elements 
available to the device. 

[0054] FIG. 11 illustrates a logical arrangement of a set of 
general components of an example computing device 1100 
such as the device 1000 described With respect to FIG. 10. In 
this example, the device includes a processor 1102 for execut 
ing instructions that can be stored in a memory device or 
element 1104. As Would be apparent to one of ordinary skill 
in the art, the device can include many types of memory, data 
storage, or non-transitory computer-readable storage media, 
such as a ?rst data storage for program instructions for execu 
tion by the processor 1102, a separate storage for images or 
data, a removable memory for sharing information With other 
devices, etc. The device typically Will include some type of 
display element 1106, such as a touch screen or liquid crystal 
display (LCD), although devices such as portable media play 
ers might convey information via other means, such as 
through audio speakers. As discussed, the device in many 
embodiments Will include at least one image capture element 
1108 such as a camera or infrared sensor that is able to image 
projected images or other objects in the vicinity of the device. 
Methods for capturing images or video using a camera ele 
ment With a computing device are Well knoWn in the art and 
Will not be discussed herein in detail. It should be understood 
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that image capture can be performed using a single image, 
multiple images, periodic imaging, continuous image captur 
ing, image streaming, etc. Further, a device can include the 
ability to start and/ or stop image capture, such as When receiv 
ing a command from a user, application, or other device. The 
example device similarly includes at least one audio capture 
component 1112, such as a mono or stereo microphone or 
microphone array, operable to capture audio information 
from at least one primary direction. A microphone can be a 
uni-or omni-directional microphone as knoWn for such 
devices. 

[0055] In some embodiments, the computing device 1100 
of FIG. 11 can include one or more communication elements 

(not shoWn), such as a Wi-Fi, Bluetooth, RF, Wired, or Wire 
less communication system. The device in many embodi 
ments can communicate With a netWork, such as the Internet, 
and may be able to communicate With other such devices. In 
some embodiments the device can include at least one addi 
tional input device able to receive conventional input from a 
user. This conventional input can include, for example, a push 
button, touch pad, touch screen, Wheel, joystick, keyboard, 
mouse, keypad, or any other such device or element Whereby 
a user can input a command to the device. In some embodi 

ments, hoWever, such a device might not include any buttons 
at all, and might be controlled only through a combination of 
visual and audio commands, such that a user can control the 
device Without having to be in contact With the device. 
[0056] The device 1100 also can include at least one orien 
tation or motion sensor 1110. As discussed, such a sensor can 
include an accelerometer or gyroscope operable to detect an 
orientation and/ or change in orientation, or an electronic or 
digital compass, Which can indicate a direction in Which the 
device is determined to be facing. The mechanism(s) also (or 
alternatively) can include or comprise a global positioning 
system (GPS) or similar positioning element operable to 
determine relative coordinates for a position of the computing 
device, as Well as information about relatively large move 
ments of the device. The device can include other elements as 
Well, such as may enable location determinations through 
triangulation or another such approach. These mechanisms 
can communicate With the processor 1102, Whereby the 
device can perform any of a number of actions described or 
suggested herein. 
[0057] As an example, a computing device such as that 
described With respect to FIG. 10 can capture and/or track 
various information for a user over time. This information can 

include any appropriate information, such as location, actions 
(e.g., sending a message or creating a document), user behav 
ior (e.g., hoW often a user performs a task, the amount of time 
a user spends on a task, the Ways in Which a user navigates 
through an interface, etc.), user preferences (e.g., hoW a user 
likes to receive information), open applications, submitted 
requests, received calls, and the like. As discussed above, the 
information can be stored in such a Way that the information 
is linked or otherWise associated Whereby a user can access 

the information using any appropriate dimension or group of 
dimensions. 

[0058] As discussed, different approaches can be imple 
mented in various environments in accordance With the 
described embodiments. For example, FIG. 12 illustrates an 
example of an environment 1200 for implementing aspects in 
accordance With various embodiments. As Will be appreci 
ated, although a Web-based environment is used for purposes 
of explanation, different environments may be used, as appro 
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priate, to implement various embodiments. The system 
includes an electronic client device 1202, Which can include 
any appropriate device operable to send and receive requests, 
messages or information over an appropriate netWork 1204 
and convey information back to a user of the device. 
Examples of such client devices include personal computers, 
cell phones, handheld messaging devices, laptop computers, 
set-top boxes, personal data assistants, electronic book read 
ers and the like. The netWork can include any appropriate 
netWork, including an intranet, the Internet, a cellular net 
Work, a local area netWork or any other such netWork or 
combination thereof. Components used for such a system can 
depend at least in part upon the type of netWork and/ or envi 
ronment selected. Protocols and components for communi 
cating via such a netWork are Well knoWn and Will not be 
discussed herein in detail. Communication over the netWork 
can be enabled via Wired or Wireless connections and combi 
nations thereof In this example, the netWork includes the 
Internet, as the environment includes a Web server 1206 for 
receiving requests and serving content in response thereto, 
although for other netWorks an alternative device serving a 
similar purpose could be used, as Would be apparent to one of 
ordinary skill in the art. 

[0059] The illustrative environment includes at least one 
application server 1208 and a data store 1210. It should be 
understood that there can be several application servers, lay 
ers or other elements, processes or components, Which may 
be chained or otherWise con?gured, Which can interact to 
perform tasks such as obtaining data from an appropriate data 
store. As used herein the term “data store” refers to any device 
or combination of devices capable of storing, accessing and 
retrieving data, Which may include any combination and 
number of data servers, databases, data storage devices and 
data storage media, in any standard, distributed or clustered 
environment. The application server can include any appro 
priate hardWare and softWare for integrating With the data 
store as needed to execute aspects of one or more applications 
for the client device and handling a majority of the data access 
and business logic for an application. The application server 
provides access control services in cooperation With the data 
store and is able to generate content such as text, graphics, 
audio and/or video to be transferred to the user, Which may be 
served to the user by the Web server in the form of HTML, 
XML or another appropriate structured language in this 
example. The handling of all requests and responses, as Well 
as the delivery of content betWeen the client device 1202 and 
the application server 1208, can be handled by the Web server 
1206. It should be understood that the Web and application 
servers are not required and are merely example components, 
as structured code discussed herein can be executed on any 
appropriate device or host machine as discussed elseWhere 
herein. 

[0060] The data store 1210 can include several separate 
data tables, databases or other data storage mechanisms and 
media for storing data relating to a particular aspect. For 
example, the data store illustrated includes mechanisms for 
storing production data 1212 and user information 1216, 
Which can be used to serve content for the production side. 
The data store also is shoWn to include a mechanism for 
storing log or session data 1214. It should be understood that 
there can be many other aspects that may need to be stored in 
the data store, such as page image information and access 
rights information, Which can be stored in any of the above 
listed mechanisms as appropriate or in additional mecha 
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nisms in the data store 1210. The data store 1210 is operable, 
through logic associated thereWith, to receive instructions 
from the application server 1208 and obtain, update or other 
Wise process data in response thereto. In one example, a user 
might submit a search request for a certain type of element. In 
this case, the data store might access the user information to 
verify the identity of the user and can access the catalog detail 
information to obtain information about elements of that type. 
The information can then be returned to the user, such as in a 
results listing on a Web page that the user is able to vieW via 
a broWser on the user device 1202. Information for a particu 
lar element of interest can be vieWed in a dedicated page or 
WindoW of the broWser. 
[0061] Each server typically Will include an operating sys 
tem that provides executable program instructions for the 
general administration and operation of that server and typi 
cally Will include computer-readable medium storing instruc 
tions that, When executed by a processor of the server, alloW 
the server to perform its intended functions. Suitable imple 
mentations for the operating system and general functionality 
of the servers are knoWn or commercially available and are 
readily implemented by persons having ordinary skill in the 
art, particularly in light of the disclosure herein. 
[0062] The environment in one embodiment is a distributed 
computing environment utiliZing several computer systems 
and components that are interconnected via communication 
links, using one or more computer netWorks or direct connec 
tions. HoWever, it Will be appreciated by those of ordinary 
skill in the art that such a system could operate equally Well in 
a system having feWer or a greater number of components 
than are illustrated in FIG. 12. Thus, the depiction of the 
system 1200 in FIG. 12 shouldbe taken as being illustrative in 
nature and not limiting to the scope of the disclosure. 
[0063] As discussed above, the various embodiments can 
be implemented in a Wide variety of operating environments, 
Which in some cases can include one or more user computers, 

computing devices, or processing devices Which can be used 
to operate any of a number of applications. User or client 
devices can include any of a number of general purpose 
personal computers, such as desktop or laptop computers 
running a standard operating system, as Well as cellular, Wire 
less, and handheld devices running mobile softWare and 
capable of supporting a number of netWorking and messaging 
protocols. Such a system also can include a number of Work 
stations running any of a variety of commercially-available 
operating systems and other knoWn applications for purposes 
such as development and database management. These 
devices also can include other electronic devices, such as 
dummy terminals, thin-clients, gaming systems, and other 
devices capable of communicating via a netWork. 
[0064] Various aspects also can be implemented as part of 
at least one service or Web service, such as may be part of a 
service-oriented architecture. Services such as Web services 
can communicate using any appropriate type of messaging, 
such as by using messages in extensible markup language 
@(ML) format and exchanged using an appropriate protocol 
such as SOAP (derived from the “Simple Object Access Pro 
tocol”). Processes provided or executed by such services can 
be Written in any appropriate language, such as the Web 
Services Description Language (WSDL). Using a language 
such as WSDL alloWs for functionality such as the automated 
generation of client-side code in various SOAP frameWorks. 
[0065] Most embodiments utiliZe at least one netWork that 
Would be familiar to those skilled in the art for supporting 
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communications using any of a variety of commercially 
available protocols, such as TCP/IP, OSI, FTP, UPnP, NFS, 
CIFS, and AppleTalk. The network can be, for example, a 
local area network, a Wide-area netWork, a virtual private 
netWork, the lntemet, an intranet, an extranet, a public 
sWitched telephone netWork, an infrared netWork, a Wireless 
netWork, and any combination thereof. 

[0066] In embodiments utilizing a Web server, the Web 
server can run any of a variety of server or mid-tier applica 

tions, including HTTP servers, FTP servers, CGI servers, data 
servers, Java servers, and business application servers. The 
server(s) also may be capable of executing programs or 
scripts in response requests from user devices, such as by 
executing one or more Web applications that may be imple 
mented as one or more scripts or programs Written in any 

programming language, such as J ava®, C, C# or C++, or any 
scripting language, such as Perl, Python, or TCL, as Well as 
combinations thereof. The server(s) may also include data 
base servers, including Without limitation those commer 
cially available from Oracle®, Microsoft®, Sybase®, and 
IBM®. 

[0067] The environment can include a variety of data stores 
and other memory and storage media as discussed above. 
These can reside in a variety of locations, such as on a storage 
medium local to (and/or resident in) one or more of the 
computers or remote from any or all of the computers across 
the netWork. In a particular set of embodiments, the informa 
tion may reside in a storage-area netWork (“SA ”) familiar to 
those skilled in the art. Similarly, any necessary ?les for 
performing the functions attributed to the computers, servers, 
or other netWork devices may be stored locally and/or 
remotely, as appropriate. Where a system includes comput 
eriZed devices, each such device can include hardWare ele 
ments that may be electrically coupled via a bus, the elements 
including, for example, at least one central processing unit 
(CPU), at least one input device (e.g., a mouse, keyboard, 
controller, touch screen, or keypad), and at least one output 
device (e.g., a display device, printer, or speaker). Such a 
system may also include one or more storage devices, such as 
disk drives, optical storage devices, and solid-state storage 
devices such as random access memory (“RAM”) or read 
only memory (“ROM”), as Well as removable media devices, 
memory cards, ?ash cards, etc. 

[0068] Such devices also can include a computer-readable 
storage media reader, a communications device (e.g., a 
modem, a netWork card (Wireless or Wired), an infrared com 
munication device, etc.), and Working memory as described 
above. The computer-readable storage media reader can be 
connected With, or con?gured to receive, a computer-read 
able storage medium, representing remote, local, ?xed, and/ 
or removable storage devices as Well as storage media for 
temporarily and/ or more permanently containing, storing, 
transmitting, and retrieving computer-readable information. 
The system and various devices also typically Will include a 
number of softWare applications, modules, services, or other 
elements located Within at least one Working memory device, 
including an operating system and application programs, 
such as a client application or Web broWser. It should be 
appreciated that alternate embodiments may have numerous 
variations from that described above. For example, custom 
iZed hardWare might also be used and/or particular elements 
might be implemented in hardWare, softWare (including por 
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table softWare, such as applets), or both. Further, connection 
to other computing devices such as netWork input/output 
devices may be employed. 
[0069] Storage media and computer readable media for 
containing code, or portions of code, can include any appro 
priate media knoWn orused in the art, including storage media 
and communication media, such as but not limited to volatile 
and non-volatile, removable and non-removable media 
implemented in any method or technology for storage and/or 
transmission of information such as computer readable 
instructions, data structures, program modules, or other data, 
including RAM, ROM, EEPROM, ?ash memory or other 
memory technology, CD-ROM, digital versatile disk (DVD) 
or other optical storage, magnetic cassettes, magnetic tape, 
magnetic disk storage or other magnetic storage devices, or 
any other medium Which can be used to store the desired 
information and Which can be accessed by the a system 
device. Based on the disclosure and teachings provided 
herein, a person of ordinary skill in the art Will appreciate 
other Ways and/ or methods to implement the various embodi 
ments. 

[0070] The speci?cation and draWings are, accordingly, to 
be regarded in an illustrative rather than a restrictive sense. It 
Will, hoWever, be evident that various modi?cations and 
changes may be made thereunto Without departing from the 
broader spirit and scope of the invention as set forth in the 
claims. 

What is claimed is: 
1. A computer-implemented method of identifying an 

object, comprising: 
receiving, from a user of a computing device, an indication 

of a category of object to be identi?ed; 
causing image information, captured by a camera of the 

computing device, to be displayed on a display screen of 
the computing device, the image information including a 
current vieW of the object, the current vieW capable of 
changing depending at least in part upon a position of the 
computing device; 

causing an orientation guide for the category of obj ect to be 
displayed With the image information on the display 
screen; 

enabling the user to adjust the position of the computing 
device With respect to the object of interest until the 
current vieW of the object in the captured image infor 
mation has a similar orientation and siZe to the orienta 
tion guide; 

analyZing the captured image information to attempt to 
match at least a portion of the captured image informa 
tion to information for a type of object in the category; 

prompting the user for additional information for use in 
further analyZing the captured information When match 
ing object information is unable to be determined With at 
least a minimum level of con?dence; and 

providing matching object information for display to the 
user When the matching object information is able to be 
determined With at least the minimum level of con? 
dence. 

2. The computer-implemented method of claim 1, Wherein 
receiving indication of a category of object to be identi?ed 
includes at least one of receiving an interface navigation 
request, a search request, an outline selection, voice category 
input, audio input, gesture input, location input, or a category 
selection. 






