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GESTURE-BASED AUTOMOTIVE 
CONTROLS 

BACKGROUND 

[0001] In some cases, a driver of a vehicle may Wish to 
perform a number of functions at once. For example, in addi 
tion to maneuvering the vehicle, the driver may Wish to enter 
a navigation destination, change the temperature in the 
vehicle, or change the volume of music playing in the vehicle. 
Other functions are possible as Well. 

SUMMARY 

[0002] In one aspect, an example method is disclosed that 
includes maintaining a correlation betWeen a plurality of 
predetermined gestures, in combination With a plurality of 
predetermined regions of a vehicle, and a plurality of func 
tions, such that each gesture in the plurality of predetermined 
gestures, in combination With a particular region of the plu 
rality of predetermined regions, is associated With a particular 
function in the plurality of functions. The example method 
further includes recording three-dimensional images of an 
interior portion of the vehicle and, based on the three-dimen 
sional images, detecting a given gesture in a given region of 
the vehicle, Where the given gesture corresponds to one of the 
plurality of predetermined gestures and the given region cor 
responds to one of the plurality of predetermined regions. The 
example method still further includes selecting, based on the 
correlation, a function associated With the given gesture in 
combination With the given region, and initiating the function 
in the vehicle. 

[0003] In another aspect, an example non-transitory com 
puter-readable medium is disclosed having stored therein 
instructions executable by a computing device to cause the 
computing device to perform the functions of the example 
method described above. 

[0004] In yet another aspect, an example vehicle is dis 
closed that includes a camera con?gured to record three 
dimensional images of an interior portion of the vehicle, at 
least one processor, and data storage. The data storage 
includes a correlation betWeen a plurality of predetermined 
gestures, in combination With a plurality of predetermined 
regions of a vehicle, and a plurality of functions, such that 
each gesture in the plurality of predetermined gestures, in 
combination With a particular region of the plurality of pre 
determined regions, is associated With a particular function in 
the plurality of functions. The data storage further includes 
instructions executable by the at least one processor to record 
three-dimensional images of an interior portion of the 
vehicle, and, based on the three-dimensional images, detect a 
given gesture in a given region of the vehicle, Where the given 
gesture corresponds to one of the plurality of predetermined 
gestures and the given region corresponds to one of the plu 
rality of predetermined regions. The instructions are further 
executable by the at least one processor to select, based on the 
correlation, a function associated With the given gesture in 
combination With the given region, and initiate the function in 
the vehicle. 

[0005] These as Well as other aspects, advantages, and 
alternatives, Will become apparent to those of ordinary skill in 
the art by reading the folloWing detailed description, With 
reference Where appropriate to the accompanying draWings. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0006] FIG. 1 is a How chart illustrating an example 
method, in accordance With an embodiment. 
[0007] FIG. 2 is an image of an example dashboard ofan 
example vehicle, in accordance With an embodiment. 
[0008] FIGS. 3A-D illustrate an example implementation 
of the example method in Which a gesture is used to control an 
air conditioning system in an example vehicle, in accordance 
With an embodiment. 

[0009] FIGS. 4A-C illustrate an example implementation 
of the example method in Which a gesture is used to control an 
audio system in an example vehicle, in accordance With an 
embodiment. 
[0010] FIG. 5 shoWs an example correlation betWeen ges 
tures, regions, and functions, in accordance With an embodi 
ment. 

[0011] FIG. 6 illustrates an example vehicle, in accordance 
With an embodiment. 

[0012] FIG. 7 is a simpli?ed block diagram of an example 
vehicle, in accordance With an embodiment. 
[0013] FIG. 8 is a simpli?ed block diagram of an example 
computer program product, in accordance With an embodi 
ment. 

DETAILED DESCRIPTION 

[0014] The folloWing detailed description describes vari 
ous features and functions of the disclosed systems and meth 
ods With reference to the accompanying ?gures. In the ?g 
ures, similar symbols typically identify similar components, 
unless context dictates otherWise. The illustrative system and 
method embodiments described herein are not meant to be 
limiting. It Will be readily understood that certain aspects of 
the disclosed systems and methods can be arranged and com 
bined in a Wide variety of different con?gurations, all of 
Which are contemplated herein. 
[0015] As noted above, in some cases, While a user is 
maneuvering a vehicle, the user may Wish to perform a num 
ber of additional functions, such as navigating to a destina 
tion, changing the temperature in the vehicle, or changing the 
volume of music playing in the vehicle. Other functions are 
possible as Well. 
[0016] Performing these additional functions may require 
the user to locate and manipulate one or more controls in the 
vehicle. For example, in order to change the temperature in 
the vehicle, the user may locate a button or knob on a dash 
board of the vehicle that controls a heater. As another 
example, in order to change the position of a seat in the 
vehicle, the user may locate a device on the side of the seat 
that controls the position of the seat. Other controls are pos 
sible as Well. 

[0017] While the user is maneuvering the vehicle, it may be 
dif?cult for the user to locate the controls. Further, it may be 
dif?cult for the user to manipulate the controls. Additionally, 
it may be unsafe to include controls in some regions of the 
vehicle that are closest to the user. For example, it may be 
unsafe to include controls on a steering Wheel or other surface 
from Which an airbag may be deployed. As a result, the 
regions of the vehicle Where controls may be included may be 
limited. 
[0018] Disclosed are methods and systems for gesture 
based controls in a vehicle. The vehicle may maintain a cor 
relation betWeen a plurality of predetermined gestures, in 
combination With a plurality of predetermined regions of the 
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vehicle, and a plurality of functions, such that each gesture in 
the plurality of predetermined gestures, in combination With 
a particular region of the plurality of predetermined regions, 
is associated With a particular function in the plurality of 
functions. 

[0019] The user may perform a gesture in a region of the 
vehicle. Example gestures include sWiping, pointing, tap 
ping, grasping, and pinching. Example regions include a 
steering Wheel, an air-conditioning vent, and an ear of the 
user. Other gestures and regions are possible as Well, as 
described beloW. 

[0020] The vehicle may include one or more cameras con 
?gured to record three-dimensional images of the gesture. 
The vehicle may detect the gesture and the region based on the 
three-dimensional images. Further, the vehicle may select, 
based on the correlation, a function that is associated With the 
gesture and the region. Then, the vehicle may initiate the 
function in the vehicle. 

[0021] Method 100 shoWn in FIG. 1 presents an embodi 
ment of a method that, for example, could be used With the 
vehicles described herein. Method 100 may include one or 
more operations, functions, or actions as illustrated by one or 
more of blocks 102-110.Although the blocks are illustrated in 
a sequential order, these blocks may also be performed in 
parallel, and/ or in a different order than those described 
herein. Also, the various blocks may be combined into feWer 
blocks, divided into additional blocks, and/ or removed based 
upon the desired implementation. 

[0022] In addition, for the method 100 and other processes 
and methods disclosed herein, the ?owchart shoWs function 
ality and operation of one possible implementation of present 
embodiments. In this regard, each block may represent a 
module, a segment, or a portion of program code, Which 
includes one or more instructions executable by a processor 
for implementing speci?c logical functions or steps in the 
process. The program code may be stored on any type of 
computer-readable medium, such as, for example, a storage 
device including a disk or hard drive. The computer-readable 
medium may include a non-transitory computer-readable 
medium, for example, such as computer-readable media that 
store data for short periods of time like register memory, 
processor cache, and Random Access Memory (RAM). The 
computer-readable medium may also include non-transitory 
media, such as secondary or persistent long term storage, like 
read only memory (ROM), optical or magnetic disks, and 
compact-disc read only memory (CD-ROM), for example. 
The computer-readable media may also be any other volatile 
or non-volatile storage systems. The computer-readable 
medium may be considered a computer-readable storage 
medium, a tangible storage device, or other article of manu 
facture, for example. 
[0023] In addition, for the method 100 and other processes 
and methods disclosed herein, each block may represent cir 
cuitry that is con?gured to perform the speci?c logical func 
tions in the process. 

[0024] As shoWn, the method 100 begins at block 102 
Where a vehicle maintains a correlation betWeen a plurality of 
predetermined gestures, in combination With a plurality of 
predetermined regions of a vehicle, and a plurality of func 
tions, such that each gesture in the plurality of predetermined 
gestures, in combination With a particular region of the plu 
rality of predetermined regions, is associated With a particular 
function in the plurality of functions. 
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[0025] The predetermined gestures may include, for 
example, any gesture that an occupant of the vehicle may 
make With his or her hands, ?ngers, arms, legs, head, or 
combination thereof. The occupant could be either a driver of 
the vehicle or a passenger. For instance, the predetermined 
gestures may include sWiping, tapping, pointing, grasping, 
pinching, or Waving gestures as Well as predetermined posi 
tions and movements of hands and/or ?ngers, such as those 
used in American Sign Language. Other predetermined ges 
tures are possible as Well. 

[0026] The predetermined regions may include, for 
example, any region of the vehicle. For instance, the prede 
termined regions may include interior surfaces of the vehicle, 
such as a steering Wheel, dashboard, air-conditioning vent, 
seat, headrest, arm rest, or a rear-vieW mirror of the vehicle, as 
Well as surfaces of an occupant, such as an ear, arm, or 
shoulder of the occupant. Other interior surfaces are possible 
as Well. Further, the predetermined regions may include 
open-air regions of the vehicle, such as an open-air region 
betWeen an occupant’ s head and the steering Wheel, an open 
air region betWeen an occupant’ s head and a WindoW, and an 
open-air region betWeen an occupant and a seat. Other open 
air regions are possible as Well. Further, other predetermined 
regions are possible as Well. 

[0027] The functions may include, for example, any func 
tion of the vehicle. For instance, the functions may include 
modifying a volume or music selection on an audio system in 
the vehicle, modifying a volume or content selection on an 
entertainment system or in-vehicle display, modifying a fan 
speed or temperature on an air conditioning system, heater, or 
climate control system in the vehicle, modifying a seat posi 
tion of a seat in the vehicle, stopping, starting, or modifying a 
speed of Windshield Wipers in the car, opening, closing, or 
modifying a position of a WindoW in the car, modifying a 
speed of a cruise control system in the vehicle, opening, 
closing, or modifying a position of a sunscreen in the vehicle, 
or opening, closing, or modifying a position of a sunroof in 
the vehicle. Other functions are possible as Well. 

[0028] An example correlation is further described beloW 
in connection With FIG. 5. 

[0029] The method 100 continues at block 104 Where the 
vehicle records three-dimensional images of an interior por 
tion of the vehicle. To this end, the vehicle may include one or 
more cameras con?gured to record three-dimensional 

images. The camera(s) may include, for example, a depth 
camera and/ or a three-dimensional laser scanner. The camera 

(s) may be positioned anyWhere in the vehicle, such as on a 
ceiling of the vehicle, the dashboard of the vehicle, or the 
rear-vieW mirror of the vehicle. The camera(s) may be posi 
tioned elseWhere in the vehicle as Well. In embodiments 
Where more than one camera is used, the cameras may be 
positioned in different positions in the vehicle, and may 
record three-dimensional images from their different posi 
tions. 

[0030] The method 100 continues at block 106 Where, 
based on the three-dimensional images, the vehicle detects a 
given gesture in a given region of the vehicle, Where the given 
gesture corresponds to one of the plurality of predetermined 
gestures and the given region corresponds to one of the plu 
rality of predetermined regions. The given gesture may 
include, for example, any of the example gestures described 
above. Similarly, the given region may include, for example, 
any of the example regions described above. 
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[0031] The vehicle may detect the given gesture by, for 
example, monitoring the three-dimensional images for the 
appearance of the hands, ?ngers, arms, legs, and/or head of 
one or more occupants. To this end, the hands, ?ngers, arms, 
legs, and/or head of an occupant may have a knoWn and/or 
recognizable shape, texture, color, depth, and/ or pattern. For 
instance, the vehicle may monitor the three-dimensional 
images for the appearance of an object or item having a color 
or tone that matches or resembles one or more predetermined 

colors and/ or tones considered to be representative of a vari 
ety of skin colors. 
[0032] Alternatively or additionally, the vehicle may use 
background subtraction techniques to detect a gesture involv 
ing the hands, ?ngers, arms, legs, and/or head of an occupant. 
To this end, the vehicle may compare the three-dimensional 
images With a reference three-dimensional image in an effort 
to detect changes betWeen the three-dimensional images and 
the reference three-dimensional image. The reference three 
dimensional image may be, for example, a three-dimensional 
image shoWing the vehicle empty or shoWing an occupant in 
a typical driving position (e.g., both hands on the steering 
Wheel) in the vehicle. Other reference three-dimensional 
images are possible as Well. In order to detect changes 
betWeen a three-dimensional image and the reference three 
dimensional image, the Wearable computing device may 
“subtract” the three-dimensional image from the reference 
three-dimensional image, such that common pixels cancel 
and differing pixels remain, indicating changes betWeen the 
three-dimensional image and the reference three-dimen 
sional image. The changes may, for example, indicate a ges 
ture involving the hands, ?ngers, arms, legs, and/ or head of an 
occupant. 
[0033] Still alternatively or additionally, the vehicle may 
monitor the three-dimensional images to detect movement of 
the hands, ?ngers, arms, legs, and/or head of an occupant by, 
for example, monitoring an optical-?ow differential of the 
three-dimensional images. For instance, When the hands, ?n 
gers, arms, legs, and/or head of an occupant are making a 
predetermined gesture, an apparent movement of the hands, 
?ngers, arms, legs, and/or head Will be signi?cantly higher 
than the apparent movement of the rest of the vehicle. As a 
result, the optical-?ow vectors of the hands, ?ngers, arms, 
legs, and/or head Will, on average, have a greater magnitude 
than optical-?ow vectors in the rest of the vehicle, thus cre 
ating an optical-?ow differential betWeen the hands, ?ngers, 
arms, legs, and/or head and the rest of the vehicle. Thus, by 
detecting the optical-?ow differential, the vehicle may detect 
the movement of the hands, ?ngers, arms, legs, and/ or head of 
an occupant. 

[0034] It Will be appreciated that the vehicle may detect the 
given gesture using other techniques as well. 
[0035] The vehicle may detect the given region based on a 
position of the detected given gesture in the three-dimen 
sional images. For example, the vehicle may compare the 
position of the detected given gesture in the three-dimen 
sional images With positions corresponding to the plurality of 
predetermined regions in the correlation. Based on the com 
parison, the vehicle may determine that the detected given 
gesture is positioned near and/or Within a position corre 
sponding to the given region. 
[0036] It Will be appreciated that the vehicle may detect the 
given region using other techniques as Well. 
[0037] At block 108, the vehicle selects, based on the cor 
relation, a function associated With the given gesture in com 
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bination With the given region. To this end, the vehicle may 
look up the given gesture in combination With the given 
region in the correlation, and may select from the correlation 
the function associated With the given gesture in combination 
With the given region. 
[0038] At block 110, the vehicle initiates the function. The 
function may, for example, be any of the example functions 
described above. 
[0039] In some embodiments, in addition to initiating the 
function, the vehicle may trigger a feedback to the user, such 
as an audible feedback, a visual feedback, and/or a haptic 
feedback. Such feedback may be particularly useful When the 
function is not immediately detectable by the user, such as a 
small decrease in the fan speed of the climate control system 
or a slight repositioning of a seat. 

[0040] Further, in some embodiments, the vehicle may 
determine an extent of the given gesture. For example, if the 
given gesture is a sWipe gesture, the vehicle may determine an 
extent of the sWipe (e.g., hoW long the sWipe is in space and/or 
time). The vehicle may then determine an operational param 
eter based on the extent. For example, for a greater extent, the 
vehicle may determine a greater operational parameter than 
for a lesser extent. The operational parameter may be, for 
example, proportional to, or approximately proportional to, 
the extent. In these embodiments, When the vehicle initiates 
the function the vehicle may initiate the function With the 
determined operational parameter. 
[0041] For example, if the sWipe gesture is in a region that 
includes a WindoW, and the sWipe gesture in the region that 
includes the WindoW is associated With opening the WindoW, 
the vehicle may determine an extent of the sWipe and further 
may determine hoW far to open the WindoW based on the 
extent of the sWipe. For instance, the vehicle may open the 
WindoW further for a longer sWipe than for a shorter sWipe. 
[0042] As another example, if the sWipe gesture is in a 
region that includes an air-conditioning vent, and the sWipe 
gesture in the region that includes the air-conditioning vent is 
associated With loWering a temperature in the vehicle, the 
vehicle may determine an extent of the sWipe and further may 
determine hoW much to loWer the temperature in the vehicle 
based on the extent of the sWipe. For instance, the vehicle may 
loWer the temperature further for a longer sWipe than for a 
shorter sWipe. 
[0043] Such an extent could be determined for gestures 
other than a sWipe gesture as Well. For example, if a tap 
gesture is in a region that includes a speaker, and the tap 
gesture in the region that includes the speaker is associated 
With loWering a volume of an audio system, the vehicle may 
determine an extent of the tap (e. g., hoW many taps, hoW long 
the tap is held, etc.) and further may determine hoW much to 
loWer the volume of the audio system based on the extent of 
the tap. For instance, the vehicle may loWer the volume more 
for more taps (or a longer tap) than for feWer taps (or a shorter 
tap). 
[0044] In some embodiments, rather than determining the 
extent of the gesture and the corresponding operational 
parameter and then initiating the function With the deter 
mined operational parameter, the vehicle may instead con 
tinuously determine the extent of the gesture and update the 
corresponding operational parameter, and may continuously 
initiate the function With the updated operational parameter. 
For example, the vehicle may detect a cover gesture in a 
region that includes an air-conditioning vent (e.g., such that 
the air-conditioning vent is covered), and the cover gesture in 
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the region that includes the air-conditioning vent may be 
associated With lowering a fan speed of the air conditioning 
system. Once the vehicle detects the cover gesture in the 
region that includes the air-conditioning vent, the vehicle may 
loWer the fan speed (e. g., by a predetermined amount). As the 
vehicle continues to detect the cover gesture, the vehicle may 
continue to loWer the fan speed (e.g., in increments of, for 
example, the predetermined amount, groWing amounts, etc.). 
Once the vehicle detects that the cover gesture has ended, the 
vehicle may cease to loWer the fan speed. As a result, during 
the cover gesture the vehicle may loWer the fan speed by an 
amount that is based on the extent of the cover gesture. 

[0045] In some embodiments, the vehicle may have di?i 
culty detecting the given gesture and/or the given region. For 
example, the vehicle may determine that a con?dence level of 
one or both of the given gesture and the given region is beloW 
a predetermined threshold. In these embodiments, the vehicle 
may request an occupant to repeat the given gesture in the 
given region. When the occupant repeats the given gesture in 
the given region, the vehicle may record additional three 
dimensional images and may detect the given gesture and the 
given region based on the additional three-dimensional 
images (and, in some cases, the three-dimensional images 
previously recorded). 
[0046] For purposes of illustration, a number of example 
implementations are described. It is to be understood, hoW 
ever, that the example implementations are illustrative only 
and are not meant to limiting. Other example implementa 
tions are possible as Well. 

[0047] FIG. 2 is an image ofan example dashboard 200 of 
an example vehicle, in accordance With an embodiment. As 
shoWn, the example dashboard 200 includes a display 202 
(e.g., a liquid crystal display (LCD), a light-emitting diode 
(LED) display, a touchscreen, etc.), an air-conditioning vent 
204, a speedometer 206, and a steering Wheel 208. 

[0048] For purposes of illustration, the example implemen 
tations beloW are described in connection With dashboards 
similar to the example dashboard 200. It is to be understood, 
hoWever, that the dashboards may include additional compo 
nents instead of or in addition to those shoWn. Further, the 
components of the dashboards may be rearranged or 
removed. That is, the dashboards shoWn are not intended to be 
limiting, and other dashboards are possible as Well. 

[0049] FIGS. 3A-D illustrate an example implementation 
of the example method in Which a gesture is used to control an 
air conditioning system in an example vehicle, in accordance 
With an embodiment. As shoWn, a user 300 is driving the 
vehicle. The vehicle may maintain a correlation betWeen a 
plurality of predetermined gestures, in combination With a 
plurality of predetermined regions of the vehicle, and a plu 
rality of functions, such that each gesture in the plurality of 
predetermined gestures, in combination With a particular 
region of the plurality of predetermined regions, is associated 
With a particular function in the plurality of functions, as 
described above. For example, the correlation may include a 
doWnWard sWiping gesture in a region that includes an air 
conditioning vent associated With the function of decreasing 
a fan speed of an air conditioning system. Other examples are 
possible as Well. 

[0050] As shoWn, a fan speed indicator 302 on the display 
indicates that a fan speed of the air conditioning system in the 
vehicle is high. Further, a camera 304 is positioned on a 
ceiling of the vehicle. The camera 304 may be con?gured to 
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record three-dimensional images of an interior portion of the 
vehicle. While only one camera 304 is shoWn, more than one 
camera could be used. 

[0051] At some point, the user 300 may Wish to loWer the 
fan speed of the air conditioning system. To this end, the user 
300 may make a doWnWard sWiping gesture in a region that 
includes an air-conditioning vent. This is illustrated in FIGS. 
3B-C, Which shoW a detailed vieW of a portion 306 of FIG. 
3A. As shoWn in FIGS. 3B-3C, the user 300 is using his or her 
hand 308 to make a doWnWard sWiping gesture 312 on an 
air-conditioning vent 310. 
[0052] The camera 304 may record three-dimensional 
images of the doWnWard sWiping gesture 312 in the region 
that includes an air-conditioning vent 310. Based on the three 
dimensional images, the vehicle may detect the doWnWard 
sWiping gesture 312 in the region that includes the air-condi 
tioning vent 310. 

[0053] The vehicle may then select, based on the correla 
tion, a function associated With the doWnWard sWiping ges 
ture 312 in the region that includes the air-conditioning vent 
310. For example, the doWnWard sWiping gesture 312 in the 
region that includes the air-conditioning vent 310 may be 
associated With the function of decreasing a fan speed of the 
air conditioning system, as described above. Other examples 
are possible as Well. 

[0054] Once the vehicle has selected the function from the 
correlation, the vehicle may initiate the function in the 
vehicle. That is, the vehicle may decrease the fan speed in the 
vehicle. 

[0055] As shoWn in FIG. 3D, the fan speed indicator 302 on 
the display indicates that the fan speed of the air conditioning 
system in the vehicle has been decreased. The fan speed 
indicator 302 may serve as a visual feedback to the user 300, 
alloWing the user 300 to con?rm that the fan speed has been 
decreased. In some embodiments, the vehicle may trigger a 
haptic or audible feedback instead of or in addition to the 
visual feedback, or may not trigger any feedback at all. 

[0056] In some embodiments, the vehicle may additionally 
determine an extent determining an extent of the doWnWard 
sWiping gesture 312 and may decrease the fan speed by an 
amount that is, for example, proportional to the extent. 
[0057] FIGS. 4A-C illustrate an example implementation 
of the example method in Which a gesture is used to control an 
audio system in an example vehicle, in accordance With an 
embodiment. As shoWn, the user 400 is driving the vehicle. 
The vehicle may maintain a correlation betWeen a plurality of 
predetermined gestures, in combination With a plurality of 
predetermined regions of the vehicle, and a plurality of func 
tions, such that each gesture in the plurality of predetermined 
gestures, in combination With a particular region of the plu 
rality of predetermined regions, is associated With a particular 
function in the plurality of functions, as described above. For 
example, the correlation may include a tapping gesture in a 
region that includes an ear of the user 400 associated With the 
function off turning of an audio system in the vehicle. Other 
examples are possible as Well. 

[0058] As shoWn, an audio system indicator 402 on the 
display indicates that the audio system is playing music from 
a radio station. Further, a camera 404 is positioned on a 
ceiling of the vehicle. The camera 404 may be con?gured to 
record three-dimensional images of an interior portion of the 
vehicle. While only one camera 404 is shoWn, more than one 
camera could be used. 
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[0059] At some point, the user 400 may Wish to turn off the 
audio system. To this end, the user 400 may make a tapping 
gesture in a region that includes an ear 400 of the user. This is 
illustrated in FIG. 4B, Which shoWs a detailed vieW of a 
portion 406 ofFIG. 4A. As shoWn in FIG. 4B, the user 400 is 
using his or her hand 408 to make a tapping gesture on an ear 
410 ofthe user 400. 

[0060] The camera 404 may record three-dimensional 
images of the tapping gesture in the region that includes the 
ear 410 of the user 400. Based on the three-dimensional 
images, the vehicle may detect the tapping gesture in the 
region that includes the ear 410 of the user 400. 
[0061] The vehicle may then select, based on the correla 
tion, a function associated With the tapping gesture in the 
region that includes the ear 410 of the user 400. For example, 
the tapping gesture in the region that includes the ear 410 of 
the user 400 may be associated With the function of turning 
off the audio system, as described above. Other examples are 
possible as Well. 
[0062] Once the vehicle has selected the function from the 
correlation, the vehicle may initiate the function in the 
vehicle. That is, the vehicle may turn off the audio system. 
[0063] As shoWn in FIG. 4C, the audio system indicator 
402 on the display indicates that the audio system has been 
turned off. The audio system indicator 402 may serve as a 
visual feedback to the user 400, alloWing the user 400 to 
con?rm that the audio system has been turned off. In some 
embodiments, the vehicle may trigger a haptic or audible 
feedback instead of or in addition to the visual feedback, or 
may not trigger any feedback at all. 
[0064] FIG. 5 shoWs an example correlation 500 betWeen 
gestures, regions, and functions, in accordance With an 
embodiment. As shoWn, the correlation 500 includes a plu 
rality of predetermined gestures 502, in combination With a 
plurality of predetermined regions 504 of a vehicle, and a 
plurality of functions 506. In particular, each gesture in the 
plurality of predetermined gestures 502, in combination With 
a particular region of the plurality of predetermined regions 
504, is associated With a particular function in the plurality of 
functions 506. 
[0065] A common gesture may be associated With tWo dif 
ferent regions, and the common gesture may be associated 
With different functions, depending on the different regions. 
For example, as shoWn, a sWipe up gesture in a region that 
includes an air-conditioning vent is associated With a function 
of increasing a fan speed, While a sWipe up gesture in a region 
that includes a driver WindoW is associated With a function of 
closing the driver WindoW. 
[0066] Similarly, a common region may be associated With 
tWo different gestures, and the common region may be asso 
ciated With different functions, depending on the different 
gestures. For example, as shoWn, a sWipe up gesture in a 
region that includes an air-conditioning vent is associated 
With a function of increasing a fan speed, While a sWipe doWn 
gesture in the region that includes the air-conditioning vent is 
associated With a function of decreasing the fan speed. Fur 
ther, as shoWn, a sWipe right gesture in the region that 
includes the air-conditioning vent is associated With a func 
tion of increasing a temperature, While a sWipe left gesture in 
the region that includes the air-conditioning vent is associated 
With a function of decreasing the temperature. 
[0067] In some embodiments, the correlation 500 may be 
pre-set, and a user of the vehicle may learn the correlation 500 
in order to interact With the vehicle. In other embodiments, 
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the correlation 500 may be generated during a set-up process 
With the user, and the user may select the gestures, regions, 
and functions that are to be correlated in the correlation. In 
these embodiments, the vehicle may maintain different cor 
relations for different users, and may determine Which corre 
lations to use by identifying the user (e.g., through facial 
recognition, detection of a key fob, user input of a passcode or 
other identi?er, etc.) In still other embodiments, the correla 
tion 500 may be a combination of pre-set elements and 
selected elements, Where some of the gestures, regions, and 
functions are pre-set and some of the gestures, regions, and 
functions are selected by a user. 

[0068] While a number of example gestures, regions, and 
functions are shoWn, it is to be understood that the example 
gestures, regions, and functions are merely illustrative and are 
not meant to be limiting. Other gestures, regions, and func 
tions, and combinations thereof, are possible as Well. 
[0069] Systems in Which example embodiments of the 
above example methods may be implemented Will noW be 
described in greater detail. In general, an example system 
may be implemented in or may take the form of a vehicle. The 
vehicle may take a number of forms including, for example, 
automobiles, cars, trucks, motorcycles, buses, boats, air 
planes, helicopters, laWn moWers, earth movers, snoWmo 
biles, recreational vehicles, amusement park vehicles, farm 
equipment, construction equipment, trams, golf carts, trains, 
and trolleys. Other vehicles are possible as Well. 

[0070] Further, another example system may take the form 
of non-transitory computer-readable medium, Which has pro 
gram instructions stored thereon that are executable by at 
least one processor to provide the functionality described 
herein. An example system may also take the form of a 
vehicle or a subsystem of a vehicle that includes such a 
non-transitory computer-readable medium having such pro 
gram instructions stored thereon. 

[0071] FIG. 6 illustrates an example vehicle 600, in accor 
dance With an embodiment. While the vehicle 600 in FIG. 6 is 
con?gured to operate in an autonomous mode, in some 
embodiments the above methods may be implemented in a 
vehicle that is not con?gured to operate in an autonomous 
mode. 

[0072] FIG. 6 shoWs a Right Side VieW, Front VieW, Back 
VieW, and Top View of the vehicle 600. Although vehicle 600 
is illustrated in FIG. 6 as a car, other embodiments are pos 
sible. For instance, the vehicle 600 could represent a truck, a 
van, a semi-trailer truck, a motorcycle, a golf cart, an off-road 
vehicle, or a farm vehicle, among other examples. As shoWn, 
the vehicle 600 includes a ?rst sensor unit 602, a second 
sensor unit 604, a third sensor unit 606, a Wireless commu 
nication system 608, and an exterior camera 610. 

[0073] Each of the ?rst, second, and third sensor units 602 
606 may include any combination of global positioning sys 
tem sensors, inertial measurement units, radio detection and 
ranging (RADAR) units, laser range?nders, light detection 
and ranging (LIDAR) units, exterior cameras, and acoustic 
sensors. Other types of sensors are possible as Well. 

[0074] While the ?rst, second, and third sensor units 602 
606 are shoWn to be mounted in particular locations on the 
vehicle 600, in some embodiments the sensor unit 602 may be 
mounted elseWhere on the vehicle 600, either inside or out 
side the vehicle 600. Further, While only three sensor units are 
shoWn, in some embodiments more or feWer sensor units may 
be included in the vehicle 600. 
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[0075] In some embodiments, one or more of the ?rst, 
second, and third sensor units 602-606 may include one or 
more movable mounts on Which the sensors may be movably 
mounted. The movable mount may include, for example, a 
rotating platform. Sensors mounted on the rotating platform 
could be rotated so that the sensors may obtain information 
from each direction around the vehicle 600. Alternatively or 
additionally, the movable mount may include a tilting plat 
form. Sensors mounted on the tilting platform could be tilted 
Within a particular range of angles and/or aZimuths so that the 
sensors may obtain information from a variety of angles. The 
movable mount may take other forms as Well. 

[0076] Further, in some embodiments, one or more of the 
?rst, second, and third sensor units 602-606 may include one 
or more actuators con?gured to adjust the position and/or 
orientation of sensors in the sensor unit by moving the sensors 
and/or movable mounts. Example actuators include motors, 
pneumatic actuators, hydraulic pistons, relays, solenoids, and 
pieZoelectric actuators. Other actuators are possible as Well. 

[0077] The Wireless communication system 608 may be 
any system con?gured to Wirelessly couple to one or more 
other vehicles, sensors, or other entities, either directly or via 
a communication netWork. To this end, the Wireless commu 
nication system 608 may include an antenna and a chipset for 
communicating With the other vehicles, sensors, or other 
entities either directly or over an air interface. The chipset or 
Wireless communication system 608 in general may be 
arranged to communicate according to one or more other 
types of Wireless communication (e.g., protocols) such as 
Bluetooth, communication protocols described in IEEE 802. 
11 (including any IEEE 802.11 revisions), cellular technol 
ogy (such as GSM, CDMA, UMTS, EV-DO, WiMAX, or 
LTE), Zigbee, dedicated short range communications 
(DSRC), and radio frequency identi?cation (RFID) commu 
nications, among other possibilities. The Wireless communi 
cation system 608 may take other forms as Well. 

[0078] While the Wireless communication system 608 is 
shoWn to be positioned on a roof of the vehicle 600, in other 
embodiments the Wireless communication system 608 could 
be located, fully or in part, elseWhere. 
[0079] The exterior camera 610 may be any camera (e. g., a 
still camera, a video camera, etc.) con?gured to capture 
images of the environment in Which the vehicle 600 is 
located. To this end, the exterior camera 610 may be con?g 
ured to detect visible light, or may be con?gured to detect 
light from other portions of the spectrum, such as infrared or 
ultraviolet light, or x-rays. Other types of cameras are pos 
sible as Well. The exterior camera 610 may be a tWo-dimen 
sional detector, or may have a three-dimensional spatial 
range. In some embodiments, the exterior camera 610 may 
be, for example, a range detector con?gured to generate a 
tWo-dimensional image indicating a distance from the exte 
rior camera 610 to a number of points in the environment. To 
this end, the exterior camera 610 may use one or more range 
detecting techniques. For example, the exterior camera 610 
may use a structured light technique in Which the vehicle 600 
illuminates an object in the environment With a predeter 
mined light pattern, such as a grid or checkerboard pattern 
and uses the exterior camera 610 to detect a re?ection of the 
predetermined light pattern off the object. Based on distor 
tions in the re?ected light pattern, the vehicle 600 may deter 
mine the distance to the points on the object. The predeter 
mined light pattern may comprise infrared light, or light of 
another Wavelength. As another example, the exterior camera 
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610 may use a laser scanning technique in Which the vehicle 
600 emits a laser and scans across a number of points on an 

object in the environment. While scanning the object, the 
vehicle 600 uses the exterior camera 610 to detect a re?ection 
of the laser off the object for each point. Based on a length of 
time it takes the laser to re?ect off the object at each point, the 
vehicle 600 may determine the distance to the points on the 
object. As yet another example, the exterior camera 610 may 
use a time-of-?ight technique in Which the vehicle 600 emits 
a light pulse and uses the exterior camera 610 to detect a 
re?ection of the light pulse off an object at a number of points 
on the object. In particular, the exterior camera 610 may 
include a number of pixels, and each pixel may detect the 
re?ection of the light pulse from a point on the object. Based 
on a length of time it takes the light pulse to re?ect off the 
object at each point, the vehicle 600 may determine the dis 
tance to the points on the object. The light pulse may be a laser 
pulse. Other range detecting techniques are possible as Well, 
including stereo triangulation, sheet-of-light triangulation, 
interferometry, and coded aperture techniques, among others. 
The exterior camera 610 may take other forms as Well. 

[0080] In some embodiments, the exterior camera 610 may 
include a movable mount and/or an actuator, as described 
above, that are con?gured to adjust the position and/or orien 
tation of the exterior camera 610 by moving the exterior 
camera 610 and/or the movable mount. 

[0081] While the exterior camera 610 is shoWn to be 
mounted on a front Windshield of the vehicle 600, in other 
embodiments the exterior camera 610 may be mounted else 
Where on the vehicle 600, either inside or outside the vehicle 
600. 

[0082] The vehicle 600 may include one or more other 
components in addition to or instead of those shoWn. 
[0083] FIG. 7 is a simpli?ed block diagram of an example 
vehicle 700, in accordance With an embodiment. The vehicle 
700 may, for example, be similar to the vehicle 600 described 
above in connection With FIG. 6. The vehicle 700 may take 
other forms as Well. While the vehicle 700 in FIG. 7 is 
described as being con?gured to operate in an autonomous 
mode, in some embodiments the above methods may be 
implemented in a vehicle that is not con?gured to operate in 
an autonomous mode. In these embodiments, the vehicle may 
include feWer and/or different systems and/ or components. 
[0084] As shoWn, the vehicle 700 includes a propulsion 
system 702, a sensor system 704, a control system 706, 
peripherals 708, and a computer system 710 including a pro 
cessor 712, data storage 714, and instructions 716. In other 
embodiments, the vehicle 700 may include more, feWer, or 
different systems, and each system may include more, feWer, 
or different components. Additionally, the systems and com 
ponents shoWn may be combined or divided in any number of 
Ways. 
[0085] The propulsion system 702 may be con?gured to 
provide poWered motion for the vehicle 700. As shoWn, the 
propulsion system 702 includes an engine/motor 718, an 
energy source 720, a transmission 722, and Wheels/tires 724. 
[0086] The engine/motor 718 may be or include any com 
bination of an internal combustion engine, an electric motor, 
a steam engine, and a Stirling engine. Other motors and 
engines are possible as Well. In some embodiments, the pro 
pulsion system 702 could include multiple types of engines 
and/or motors. For instance, a gas-electric hybrid car could 
include a gasoline engine and an electric motor. Other 
examples are possible. 
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[0087] The energy source 720 may be a source of energy 
that powers the engine/motor 718 in full or in part. That is, the 
engine/motor 718 may be con?gured to convert the energy 
source 720 into mechanical energy. Examples of energy 
sources 720 include gasoline, diesel, propane, other com 
pressed gas-based fuels, ethanol, solar panels, batteries, and 
other sources of electrical poWer. The energy source(s) 720 
could additionally or alternatively include any combination 
of fuel tanks, batteries, capacitors, and/ or ?yWheels. In some 
embodiments, the energy source 720 may provide energy for 
other systems of the vehicle 700 as Well. 
[0088] The transmission 722 may be con?gured to transmit 
mechanical poWer from the engine/motor 718 to the Wheels/ 
tires 724. To this end, the transmission 722 may include a 
gearbox, clutch, differential, drive shafts, and/or other ele 
ments. In embodiments Where the transmission 722 includes 
drive shafts, the drive shafts could include one or more axles 
that are con?gured to be coupled to the Wheels/tires 724. 
[0089] The Wheels/tires 724 of vehicle 700 could be con 
?gured in various formats, including a unicycle, bicycle/mo 
torcycle, tricycle, or car/truck four-Wheel format. Other 
Wheel/tire formats are possible as Well, such as those includ 
ing six or more Wheels. In any case, the Wheels/tires 724 of the 
vehicle 700 may be con?gured to rotate differentially With 
respect to other Wheels/tires 724. In some embodiments, the 
Wheels/tires 724 may include at least one Wheel that is ?xedly 
attached to the transmission 722 and at least one tire coupled 
to a rim of the Wheel that could make contact With the driving 
surface. The Wheels/tires 724 may include any combination 
of metal and rubber, or combination of other materials. 
[0090] The propulsion system 702 may additionally or 
alternatively include components other than those shoWn. 
[0091] The sensor system 704 may include a number of 
sensors con?gured to sense information about an environ 
ment in Which the vehicle 700 is located, as Well as one or 
more actuators 736 con?gured to modify a position and/or 
orientation of the sensors. As shoWn, the sensors of the sensor 
system include a Global Positioning System (GPS) 726, an 
inertial measurement unit (IMU) 728, a RADAR unit 730, a 
laser range?nder and/ or LIDAR unit 732, and a camera 734. 
The sensor system 704 may include additional sensors as 
Well, including, for example, sensors that monitor internal 
systems of the vehicle 700 (e.g., an O2 monitor, a fuel gauge, 
an engine oil temperature, etc.). Other sensors are possible as 
Well. 
[0092] The GPS 726 may be any sensor con?gured to esti 
mate a geographic location of the vehicle 700. To this end, the 
GPS 726 may include a transceiver con?gured to estimate a 
position of the vehicle 700 With respect to the Earth. The GPS 
726 may take other forms as Well. 

[0093] The IMU 728 may be any combination of sensors 
con?gured to sense position and orientation changes of the 
vehicle 700 based on inertial acceleration. In some embodi 
ments, the combination of sensors may include, for example, 
accelerometers and gyroscopes. Other combinations of sen 
sors are possible as Well. 

[0094] The RADAR 730 unit may be any sensor con?gured 
to sense objects in the environment in Which the vehicle 700 
is located using radio signals. In some embodiments, in addi 
tion to sensing the objects, the RADAR unit 730 may addi 
tionally be con?gured to sense the speed and/ or heading of the 
objects. 
[0095] Similarly, the laser range?nder or LIDAR unit 732 
may be any sensor con?gured to sense objects in the environ 
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ment in Which the vehicle 700 is located using lasers. In 
particular, the laser range?nder or LIDAR unit 732 may 
include a laser source and/or laser scanner con?gured to emit 
a laser and a detector con?gured to detect re?ections of the 
laser. The laser range?nder or LIDAR 732 may be con?gured 
to operate in a coherent (e.g., using heterodyne detection) or 
an incoherent detection mode. 

[0096] The camera 734 may be any camera (e.g., a still 
camera, a video camera, etc.) con?gured to record three 
dimensional images of an interior portion of the vehicle 700. 
To this end, the camera 734 may be, for example, a depth 
camera. Alternatively or additionally, the camera 734 may 
take any of the forms described above in connection With the 
exterior camera 610. In some embodiments, the camera 734 
may comprise multiple cameras, and the multiple cameras 
may be positioned in a number of positions on the interior and 
exterior of the vehicle 700. 

[0097] The sensor system 704 may additionally or altema 
tively include components other than those shoWn. 
[0098] The control system 706 may be con?gured to con 
trol operation of the vehicle 700 and its components. To this 
end, the control system 706 may include a steering unit 738, 
a throttle 740, a brake unit 742, a sensor fusion algorithm 744, 
a computer vision system 746, a navigation or pathing system 
748, and an obstacle avoidance system 750. 

[0099] The steering unit 738 may be any combination of 
mechanisms con?gured to adjust the heading of vehicle 700. 
[0100] The throttle 740 may be any combination of mecha 
nisms con?gured to control the operating speed of the engine/ 
motor 718 and, in turn, the speed of the vehicle 700. 
[0101] The brake unit 742 may be any combination of 
mechanisms con?gured to decelerate the vehicle 700. For 
example, the brake unit 742 may use friction to sloW the 
Wheels/tires 724. As another example, the brake unit 742 may 
convert the kinetic energy of the Wheels/tires 724 to electric 
current. The brake unit 742 may take other forms as Well. 

[0102] The sensor fusion algorithm 744 may be an algo 
rithm (or a computer program product storing an algorithm) 
con?gured to accept data from the sensor system 704 as an 
input. The data may include, for example, data representing 
information sensed at the sensors of the sensor system 704. 
The sensor fusion algorithm 744 may include, for example, a 
Kalman ?lter, a Bayesian netWork, or another algorithm. The 
sensor fusion algorithm 744 may further be con?gured to 
provide various assessments based on the data from the sen 
sor system 704, including, for example, evaluations of indi 
vidual objects and/or features in the environment in Which the 
vehicle 700 is located, evaluations of particular situations, 
and/or evaluations of possible impacts based on particular 
situations. Other assessments are possible as Well. 

[0103] The computer vision system 746 may be any system 
con?gured to process and analyZe images captured by the 
camera 734 in order to identify objects and/or features in the 
environment in Which the vehicle 700 is located, including, 
for example, tra?ic signals and obstacles (e.g., in embodi 
ments Where the camera 734 includes multiple cameras, 
including a camera mounted on the exterior of the vehicle 
700). To this end, the computer vision system 746 may use an 
object recognition algorithm, a Structure from Motion (SFM) 
algorithm, video tracking, or other computer vision tech 
niques. In some embodiments, the computer vision system 
746 may additionally be con?gured to map the environment, 
track objects, estimate the speed of objects, etc. 








