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(57) ABSTRACT 

A method is disclosed for controlling at least one remotely 
operated unmanned object. The method may involve de?ning 
a plurality of body movements of an operator that correspond 
to a plurality of operating commands for the unmanned 
object. Body movements of the operator may be sensed to 
generate the operating commands. Wireless signals may be 
transmitted to the unmanned object that correspond to the 
operating commands that control operation of the unmanned 
object. 
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FIGURE 5 
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GESTURE NAME EXAMPLE ILLUSTRATION 

EVENT 

ACTION 

a. HAND RAISED 

BEGIN 

ENTER NORMAL 
MODE FROM WAIT 
MODE. 

X FIGURE7 

b. POINT 

NONE 

THIS GESTURE IS 
ALWAYS ACTIVE IN 
NORMAL MODE 
AND ESTABLISHES 
THE ORIENTATION 
OF THE SELECTION 
CONE. 

FIGURES 
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FIGURE 9 

FIGURE 10 

FIGURE 11 
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GESTURE NAME EXAMPLE ILLUSTRATION 

EVENT 

ACTION 

I. HEAD NOD 

INCLUDE 

ADD SELECTED 
VEHICLE TO GROUP 
IN NORMAL MODE. FIGURE 15 
TRACK MODE OFF 

EXIT TRACK MODE 
AND ENTER 
NORMAL MODE. 

j. HEAD SHAKE 

EXCLUDE 

REMOVE SELECTED 
VEHICLE FROM 
GROUP IN NORMAL 
MODE. 

FIGURE ‘I6 

k. NEXT 

NEXT 

ITERATIVELY 
SELECT 
VEHICLES IN 
SELECTION CONE 
SCANNING LEFT TO 
RIGHT, TOP TO 
BOTTOM AND 
FRONT TO BACK IN 
NORMAL MODE. 

FIGURE 17 
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I START I 

;400 DEPLOY UAVS WITHIN 
PREDETERMINED CAPTURE VOLUME 

iQZ, 

MONITOR REFLECTED SIGNALS FROM 
MARKERS ON UAVs AND ARTICLES 

WORN BY OPERATOR 
594E 

PROCESS REFLECTED SIGNALS FROM 
MARKERS ON UAVS TO DETERMINE 

ORIENTATION, LOCATION AND VELOCITY 
OF UAV 
iQ? 

I 
PROCESS REFLECTED SIGNALS FROM 
MARKERS ON ARTICLES WORN BY 

OPERATOR 
£31 

DETERMINE 
IF NEW SELECTION/ 

GROUP OR DIRECTION 
COMMAND IS BEING 

GIVEN BY 
OPERATOR '? GENERATE NEW 

51g GESTURE CONTROL 
SIGNAL 

NO ?g 

I 
TRANSMIT NEW WIRELESS GESTURE 
CONTROL SIGNAL TO SPECIFIC UAVs 

Alf-l 

FIGURE 27 
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SYSTEM AND METHOD FOR 
CONTROLLING SWARM OF REMOTE 

UNMANNED VEHICLES THROUGH HUMAN 
GESTURES 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

[0001] The present application claims priority from US. 
Provisional Patent Application Ser. No. 61/032,313, ?led 
Feb. 28, 2008, the disclosure of Which is hereby incorporated 
by reference into the present application. 

FIELD 

[0002] The present disclosure relates to systems and meth 
ods for controlling remotely operated vehicles, and more 
particularly to systems and methods for enabling human ges 
tures to be used to control various operations of remotely 
operated unmanned vehicles. 

BACKGROUND 

[0003] The statements in this section merely provide back 
ground information related to the present disclosure and may 
not constitute prior art. 
[0004] At the present time there is signi?cant interest in the 
use of remote, unmanned vehicles for various surveillance 
and exploration activities. The use of remotely controlled, 
unmanned vehicles enables searching, surveillance and 
exploration operations to be carried out in situations or envi 
ronments that might be too dangerous or haZardous for 
human piloted vehicles. Such applications might include 
battle?eld applications to survey movements of equipment or 
individuals, or surveillance of ?xed structures such as dams, 
bridges, poWer plants, or any other area of interest. Further 
applications might include the exploration of areas contami 
nated With fallout from biological or chemical Weapons. Still 
further applications may involve the exploration of areas such 
as caves, the interiors of buildings, mountainous regions, or 
any other geographic area Where movement by human piloted 
vehicles Would be dif?cult, impossible or unnecessarily haZ 
ardous to humans. 
[0005] The control of remotely operated unmanned 
vehicles has traditionally relied on the use of joystick-based 
user interfaces. This type of user interface typically alloWs 
only one-to-one control of a single unmanned vehicle. Put 
differently, the joystick-based control system typically 
requires a single individual to monitor and control the motion 
of a single unmanned vehicle. The joystick-based interface 
typically controls the unmanned remote vehicles through 
direct actuator and motor control. The vehicle motion is 
accomplished by varying servo actuators for direction control 
and drive motors that can produce thrust in the case of aerial 
vehicles, or Wheel rotation for ground vehicles. In the case of 
aerial vehicles, or Wheel rotation for ground vehicles. The use 
of any form of joystick controlled vehicle also typically 
requires considerable practice With the joystick control 
device by the individual before the individual becomes pro 
?cient at maneuvering the unmanned vehicle. 

SUMMARY 

[0006] In one aspect the present disclosure relates to a 
method for controlling at least one remotely operated 
unmanned object. The method may involve de?ning a plural 
ity of body movements of an operator that correspond to a 
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plurality of operating commands for the unmanned object. 
Body movements of the operator may be sensed to generate 
the operating commands. Wireless signals may be transmitted 
to the unmanned object that correspond to the operating com 
mands that control operation of the unmanned object. 
[0007] In another aspect the present disclosure relates to a 
method for controlling operation of an unmanned vehicle. 
The method may comprise providing an unmanned vehicle 
having a plurality of optically re?ective markers thereon. At 
least one gesture of a body part of an operator may be de?ned 
that corresponds to an operating command for controlling 
motion of the unmanned vehicle. An article Worn by an opera 
tor, the article having optically re?ective markers, may be 
used to enable the operator responsible for remotely control 
ling operation of the unmanned vehicle to signal the gesture 
through movement of the article. Optical signals may be 
directed at the unmanned vehicle and the article Worn by the 
operator. Sensed re?ections of optical signals from the mark 
ers of the unmanned vehicle and the markers on the article 
may be obtained. A motion capture system may be used to 
interpret the sensed re?ections of the optical signals and to 
generate data representing a position of the unmanned vehicle 
and a motion of the article. Processing of the data may be 
performed to interpret the gesture being given by the operator 
via motion of the article and to determine a position of the 
unmanned vehicle, and to generate a command for control 
ling the unmanned vehicle in accordance With the gesture. 
The command may be Wirelessly transmitted to the 
unmanned vehicle. 
[0008] In another aspect the present disclosure relates to a 
system for remotely controlling at least one unmanned 
vehicle through body movements of an operator. The system 
may comprise an article Worn on a body part of the operator, 
the article having a ?rst plurality of optically re?ective mark 
ers secured thereto. A second plurality of optically re?ective 
markers may be secured to the unmanned vehicle. A motion 
capture system may be used for Wirelessly tracking a position 
and an orientation of the article via the ?rst plurality of opti 
cally re?ective markers, and a position and orientation of the 
unmanned vehicle via the second plurality of optically re?ec 
tive markers, and generating data representing positions of 
each of the optically re?ective markers. A processing system, 
adapted to process the data from the motion capture system, 
may be used to generate commands for controlling motion of 
the unmanned vehicle. The processing system may include a 
gesture recognition module for interpreting portions of the 
data received from the motion capture system that de?ne 
positions and orientations of the markers on the article being 
Worn by the operator, as prede?ned operating commands to 
be provided to the unmanned vehicle. The processing system 
may also include a feedback control subsystem that receives 
the command signals from the gesture recognition module 
and generates loW-level vehicle control commands for con 
trolling the unmanned vehicle. 
[0009] Further areas of applicability Will become apparent 
from the description provided herein. It should be understood 
that the description and speci?c examples are intended for 
purposes of illustration only and are not intended to limit the 
scope of the present disclosure. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0010] The draWings described herein are for illustration 
purposes only and are not intended to limit the scope of the 
present disclosure in any Way. 
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[0011] FIG. 1 is a block diagram of one embodiment ofa 
system in accordance With the present disclosure; 
[0012] FIG. 2 is a perspective vieW of an article that may be 
Worn as a glove on the left hand of an operator; 
[0013] FIG. 3 is a perspective vieW ofan article that may be 
Worn as a glove on the right hand of an operator; 
[0014] FIG. 4 is a perspective vieW of an article that may be 
Work has a head piece on the head of an operator; 
[0015] FIG. 5 is a perspective vieW of an exemplary UAV, in 
this example a rotorcraft, incorporating a plurality of retro 
re?ective markers; 
[0016] FIG. 6 is a vieW of an operator Wearing the tWo 
gloves and head piece, and shoWing the three dimensional 
coordinate system associated With each of the tWo gloves, the 
head piece, as Well as the three dimensional coordinate sys 
tem for the UAV and a World coordinate system that the all the 
other coordinate systems are keyed to; 
[0017] FIG. 7 is a perspective draWing of an operator issu 
ing a Hand Raised command that may be used With the 
present system; 
[0018] FIG. 8 is a perspective draWing of an operator issu 
ing a Point command that may be used With the present 
system; 
[0019] FIG. 9 is a perspective draWing of an operator issu 
ing a time-out gesture that may be used With the present 
system; 
[0020] FIG. 10 is a perspective draWing of an operator 
issuing the Point command Track Mode On command that 
may be used With the present system; 
[0021] FIG. 11 is a perspective draWing of an operator 
issuing the Track On command that may be used With the 
present system; 
[0022] FIG. 12 is a perspective draWing of an operator 
issuing the Track Off command that may be used With the 
present system; 
[0023] FIG. 13 is a perspective draWing of an operator 
issuing the Stop command that may be used With the present 
system; 
[0024] FIG. 14 is a perspective draWing of an operator 
issuing type of Move command that may be used With the 
present system; 
[0025] FIG. 15 is a perspective draWing of an operator 
issuing the Head Nod command that may be used With the 
present system; 
[0026] FIG. 16 is a perspective draWing of an operator 
issuing the Head Shake command that may be used With the 
present system; 
[0027] FIG. 17 is a perspective draWing of an operator 
issuing the Next command that may be used With the present 
system; 
[0028] FIG. 18 is a perspective draWing of an operator 
issuing the Previous command that may be used With the 
present system; 
[0029] FIG. 19 is a perspective draWing of an operator 
issuing the Group command that may be used With the present 
system; 
[0030] FIG. 20 is a perspective draWing of an operator 
issuing the Ungroup command that may be used With the 
present system; 
[0031] FIG. 21 is a perspective vieW illustrating an exem 
plary selection cone (i.e., conical three dimensional area) that 
an operator may select through a speci?c gesture, together 
With the position and orientation of the operators hand and 
head relative to their respective coordinate systems; 
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[0032] FIG. 22 is a tWo dimensional illustration of a colli 
sion avoidance repulsion ?eld that may be implemented to 
assist With ?ight envelope protection and autonomous ?ight 
of the UAVs Within a predetermined region; 
[0033] FIG. 23 is a tWo dimensional illustration of a motion 
gesture constant ?eld implemented by a suitable gesture con 
trol With the hand of the operator; 
[0034] FIG. 24 is a tWo dimensional illustration of the 
repulsion ?eld and the motion gesture constant ?eld com 
bined into a composite navigation ?eld; 
[0035] FIG. 25 is a block diagram illustrating in more detail 
the inputs used by the system and the control feedback loop 
implemented for enabling gesture based control of the UAVs; 
[0036] FIG. 26 is a diagram illustrating certain ones of the 
gesture commands that may be used to in each of the Track 
Mode, Wait Mode and Normal Modes of operation of the 
system; and 
[0037] FIG. 27 is a ?oW diagram of major operations that 
may be performed by the system of FIG. 1. 

DETAILED DESCRIPTION 

[0038] The folloWing description is merely exemplary in 
nature and is not intended to limit the present disclosure, 
application, or uses. Referring to FIG. 1 there is shoWn a 
system 10 for controlling the motion of objects 12. The 
objects 12 may operate Within a de?ned or enclosed environ 
ment 15. At least one operator 14 present Within the environ 
ment 15 may Wirelessly control operation (i.e., ?ight) of the 
objects 12 through human gestures. The objects 12 may be 
autonomous vehicles, and in this example the objects 12 are 
illustrated as autonomous, unmanned airborne vehicles, and 
more speci?cally as rotorcraft 12a and 12b (hereinafter 
referred to simply as UAVs 12). HoWever, it Will be appreci 
ated that virtually any type of object may potentially be con 
trolled using the teachings discussed herein. For example, 
objects such as robots in a manufacturing operation may be 
controlled using the teachings of the present application. 
Virtually any form of mobile land, air or marine (surface or 
underwater) vehicle is contemplated as being Within the 
scope of the present disclosure. Also, While only tWo UAVs 
12a and 12b are illustrated, it Will be appreciated that a greater 
or lesser plurality of UAVs 12 may be controlled. In practice 
it is anticipated that hundreds or more UAVs 12 may be 
controlled by a single individual, both as a single group or as 
a plurality of subgroups. 
[0039] It Will also be appreciated that While a single opera 
tor 14 is illustrated in FIG. 1 for controlling the UAVs 12, that 
tWo or more operators may be used to control the UAVs. For 
example, one operator may be designated to control a ?rst 
subplurality of the UAVs 12 While the second operator con 
trols a different subplurality. It is also possible that each of 
tWo or more operators may be provided With the capability to 
control any one or more of the UAVs 12 Whether they are 
operating as a single group or as a plurality of subgroups. 
[0040] In FIG. 1 the system 10 further includes an object 
tracking system, that in one embodiment may comprise a 
commercially available motion capture system 16. The 
motion capture system 16 may use passive retro-re?ective 
markers, to be discussed momentarily, that are attached to the 
tracked UAVs 12. The motion capture 16 may also be used for 
Wireless real time monitoring (i.e., essentially continuous and 
instantaneous monitoring) of the position and orientation of 
body parts of the operator 14. 
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[0041] The system 10 may also include a plurality of 
articles that may be Worn by the operator 14 and Which are 
monitored for position and orientation by the motion capture 
system 16. In the present example, the articles may involve a 
right glove 18 Worn on the right hand of the operator 14 as 
shoWn in detail FIG. 2, a left glove 20 Worn on the left hand of 
the operator 14 as shoWn in detail in FIG. 3, and a head piece 
22 Worn on the operator’s head as shoWn in detail in FIG. 4. 
The right glove 18 may include one or more retro-re?ective 
markers 18a-18d, Which may typically be round or spherical 
in shape and may be covered With a retro-re?ective material 
similar to the SCOTCHLITETM re?ective tape made by 3M of 
St. Paul, Minn. While four re?ective markers 18a-18d are 
shoWn, it Will be appreciated that a greater or lesser plurality 
of the markers may be used to suit the needs of speci?c 
applications. In the present example the left glove 20 simi 
larly may include four retro re?ective markers 20a-20d and 
the head piece 22 may include ?ve retro re?ective markers 
22a-22e. The gloves 18 and 20 are preferably Worn With a 
speci?c orientation on the hands to alloW the object motion 
capture system 16 to track the metacarpal plane of each hand. 
In this example the position and orientation of the ?ngers of 
the hands of the operator 14 are not tracked. 

[0042] It Will be appreciated that other articles could be 
Worn on other body parts of the operator 14. For example, 
shoes on the feet of the operator 14 may include their oWn 
retro-re?ective markers, or arm bands may be Worn by the 
operator that similarly include one or more retro re?ective 
markers. Thus, the system 10 should not be interpreted to 
incorporating only the three speci?cally mentioned operator 
Worn articles 18, 20 and 22. Furthermore, each article 18, 20 
and 22 may include virtually any number of markers needed 
to meet the needs of a speci?c application. 
[0043] As Will be described in greater detail in the folloW 
ing paragraphs, each UAV 12a and 12b also includes retro 
re?ective markers 44a-44d. HoWever, depending on the spe 
ci?c application, a greater or lesser number of re?ective 
markers 44 may be used, and the illustration of four such 
markers 44a-44d is meant to illustrate one speci?c example. 

[0044] A plurality of light regenerating components 25 
may be used that function as the sources of the light that is 
directed at the retro-re?ective markers 18a-18d, 20a-20d and 
22a-22e, as Well as at the markers 44a-44d on each UAV 12a 
and 12b. To capture light re?ecting off the retro-re?ective 
markers 18a-18d, 20a-20d, 22a-22e and 44a-44d, a plurality 
of cameras 28 are used. The cameras 28 are each associated 

With a speci?c one of the light generating components 25, and 
each light generating component 25 is preferably placed 
closely adjacent to a lens of its associated camera 28. The 
cameras 28 may provide output signals to the motion capture 
system 16 Which analyZes and processes the pixel data from 
the supplied camera images, Which at this point provides a 2D 
representations of the positions of the retro re?ective markers 
18a-18d, 20a-20d, 22a-22e and 44a-44d. The motion capture 
system 16 uses information stored in a memory (not shoWn) 
thereof concerning the con?guration of each of the markers 
18a-18d, 20a-20d, 22a-22e and 44a-44d to generate data that 
provides a 3D representation of the positions and orientations 
of all the markers 18a-18d, 20a-20d, 22a-22e and 44a-44d 
Within the environment 15. 

[0045] The data output from the motion capture system 16 
may be provided as an input over a local area network (LAN) 
24 to a processing system 26 having a gesture recognition 
softWare module 2611 and central processing unit (CPU) 26b. 
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The gesture recognition softWare module 26a is used by the 
processing system 26 to analyZe the 3D position and orienta 
tion data and to interpret Which commands are being signaled 
by the operator. The gesture recognition softWare module 2611 
uses the 3D position and orientation data along With stored 
information from a memory (not shoWn) of the processing 
system 26 involving various hand and head gestures to inter 
pret Which commands are being signaled by the operator 14 
through the operator’s 14 various hand and head gestures. The 
processing system 26 then determines the appropriate com 
mand signal(s) to send to the UAVs 12a and 12b. The signals 
may be sent Wirelessly using transceivers 32a and 32b that 
receive outputs from the processing system 26. In one 
embodiment each transceiver 32a and 32b is associated With 
a predetermined one of the UAVs 12a and 12b. The transceiv 
ers 32a and 32b may be interfaced to the processing system 26 
using conventional RC signal converters 29, Which in one 
form may comprise a conventional USB to PPM signal con 
verter assembly. 
[0046] The cameras 28 may communicate With the motion 
capture system 16 via a Wireless local area netWork 24. 
Optionally, a Wired netWork could be employed to facilitate 
communication betWeen the object motion capture system 16 
and the cameras 28. 

[0047] One three dimensional motion sensing and capture 
system suitable for use With the present system is commer 
cially available from Vicon of Los Angeles, Calif. The spe 
ci?c motion capture system 16 chosen for use may provide an 
update rate of at least about 40 HZ, Which in many applica 
tions Will be ample for tracking the UAVs 12. In one embodi 
ment the light generating elements 25 each may comprise 
circumferential LED light assemblies having 100-200 LEDs 
that are pulsed at a rate of about 120 HZ, so that the motion 
capture system 16 is able to provide an update rate of about 
120 HZ. The lens of each camera 28 may have a suitable ?eld 
of vieW, for example about 60 degrees in one embodiment of 
the system 10. The cameras 25 provide a high contrast image 
and the lens of each camera 25 essentially recogniZes (i.e., 
“sees”) only re?ected light from any one or more of the 
markers 18a-18d, 20a-20d, 22a-22e and 44a-44d, rather than 
the light emitted directly from other ones of the light gener 
ating components 25 HZ. It Will be appreciated also that 
greater or lesser update rates may be needed for monitoring 
and controlling the motion of other types of objects or 
devices. 

[0048] As indicated in FIG. 1, each UAV 12 may include an 
on-board vehicle control subsystem 34 for controlling the 
operation of one or more propulsion devices and controls 35 
in response to Wireless signals received from the transceivers 
32. HoWever, depending on the needs of a speci?c applica 
tion, each UAV 12 may have a position and orientation control 
subsystem Which differs slightly in its con?guration. Thus, 
While in this example it may be assumed that all of the UAVs 
12 have identical vehicle control sub systems 34 With identical 
propulsion and control subsystems 35, it should be under 
stood that the these subsystems need not be identical. 
[0049] Referring further to the processing system 26, a 
navigation softWare module 38 may be included as part of the 
processing system 26 for providing navigational directives 
for each UAV 12. Navigation module 38 may include aVeloc 
ity Field Navigation Module 38a and a Virtual Coupling 
module 38b. Navigation directives may originate from either 
3811 or 38b. A gesture recognition softWare module 2611 may 
be used to classify human gestures and to generate high level 












